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Abstract

Understanding human behavior and society is a central focus in social sciences,
with the rise of generative social science marking a significant paradigmatic shift.
By leveraging bottom-up simulations, it replaces costly and logistically challenging
traditional experiments with scalable, replicable, and systematic computational
approaches for studying complex social dynamics. Recent advances in large lan-
guage models (LLMs) have further transformed this research paradigm, enabling
the creation of human-like generative social agents and realistic simulacra of so-
ciety. In this paper, we propose AgentSociety, a large-scale social simulator that
integrates LLM-driven agents, a realistic societal environment, and a powerful
large-scale simulation engine. Based on the proposed simulator, we generate social
lives for over 10k agents, simulating their 5 million interactions both among agents
and between agents and their environment. Furthermore, we explore the potential
of AgentSociety as a testbed for computational social experiments, focusing on
four key social issues: polarization, the spread of inflammatory messages, the
effects of universal basic income policies, and the impact of external shocks such as
hurricanes. These four issues serve as valuable cases for assessing AgentSociety’s
support for typical research methods — such as surveys, interviews, and interven-
tions — as well as for investigating the patterns, causes, and underlying mechanisms
of social issues. The alignment between AgentSociety’s outcomes and real-world
experimental results not only demonstrates its ability to capture human behaviors
and their underlying mechanisms, but also underscores its potential as an important
platform for social scientists and policymakers.
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1 Introduction

Over the past decades, researchers across various fields — spanning social science, physical science,
and computational science — have made significant efforts to understand the functioning and develop-
ment of society along two dimensions: explanation and prediction [46, (61| 62]]. Explanation seeks to
identify the causal mechanisms and underlying factors that drive observed social patterns, aiming
to offer a deeper understanding of why certain outcomes occur in society [460, 44]. Gaining such
an understanding often requires conducting social experiments, which can be costly to implement
and pose substantial practical and ethical challenges. On the other hand, prediction focuses on using
data to forecast future events or emergent behaviors, often without delving into the causal factors,
but instead concentrating on the accuracy of anticipating future trends [22, 46]. The framework
that combines explanation and prediction methods, forms the foundation of computational social
science [46l. However, as the physicist Richard Feynman famously stated, “What I cannot create, 1
do not understand”, suggesting that true understanding goes beyond merely observing, explaining,
or predicting human behavior [31} [30]; instead, it requires the ability to generate the systems we
study [31,130]. In this vein, a new paradigm of “generative social science” is rapidly emerging, which
emphasizes the bottom-up simulation of social systems to gain in-depth insights into their underlying
mechanisms and predict future outcomes [31}30]. A well-established method in this paradigm is
agent-based modeling, which aims to model complex social dynamics by simulating the actions and
interactions of agents [30} 67, [103]]. This method, compensating for the limitations of social experi-
ments, is widely applied in studies across social science [41} |18l 39], political science [27, 160} 64],
economics [[10,134], and other interdisciplinary fields [8, 138} 79, 80]], advancing their understanding
of human behaviors and society through various simulations. However, the broader impact of these
studies has been hindered by the same long-standing issue: to what extent can these simulations
authentically replicate the complexities of real human society?

Indeed, the authenticity of these simulations depends on to what extent the most basic components
—1i.e., the agents — behave like humans. However, most existing agents, driven by rules [29]], equa-
tions [435]], or even machine learning models [[115], are limited in their ability to generate human-like
behaviors. For example, when simulating opinion dynamics, people’s opinions are often represented
as scalars or vectors, and their interactions as equations [15]. While this modeling approach offers
valuable insights, it is still far from reality, as people typically communicate using natural language,
rather than numeric values. Fortunately, recent advances in large language models (LLMs) have
shown promise in creating human-like agents [38, 99, [106]. Numerous studies have pointed out that
after being empowered by LLMs, these agents agents have generated human-like “minds” [92}163}155].
They not only possess basic cognition abilities, such as learning [[106, 99], reasoning [102], and
decision-making [64,38]], but also demonstrate the capability to understand and predict the thoughts
and intentions of others [53, 92]. Furthermore, beyond exploring these agents’ minds, some re-
searchers have investigated their potential to mimic human behaviors [64} 80, 89} 108 33,148,139, [77].
Their investigations have revealed that, through elaborate designs incorporating domain knowledge,
these LLM-driven agents can generate social behaviors, such as mobility [89] [108} 33]], employ-
ment [64, 48], consumption [64, 48], and social interactions [39,[77]. While great efforts have been
made to examine specific facets of these agents, simulating a comprehensive social being remains
largely underexplored.

As the famous sociologist George Herbert Mead stated, “The self is something which has a develop-
ment; it is not initially there, at birth, but arises in the process of social experience and activity.” [70]
Therefore, the mere incorporation of minds and behaviors into these generative agents is insufficient
to create a social being; instead, social experience and activity, emerging from interactions with
other agents and the environment, are crucial. Several recent studies have provided substantial
empirical evidence supporting this point. Some have discovered that the collaboration of multiple
agents can generate believable social organizing behaviors [[77]] and solve complex tasks 63 24].
Moreover, as the number of agents further scales up, large-scale interactions among them can lead to
the emergence of social norms and collectives [58 [80]. Meanwhile, the environment not only serves
as the ground for interactions among agents, but also provides critical feedback that guides their be-
haviors [6, 164, 98| [117]. For example, the widely-adopted gaming environment “Minecraft” provides
feedback, such as crafting materials, tools, or resources, enabling agents to adapt their behaviors,
solve tasks, and gain civilizational progression [98] [117, 16]. Overall, as highlighted by these studies,
a scalable framework supporting large-scale interactions and a realistic environment is foundational



to simulating a comprehensive social being and society. However, the current investigation of both
remains limited.

To address the above gaps, we propose AgentSociety, a large-scale social generative simulator that
incorporates LLM-driven social generative agents, a realistic societal environment, and large-scale
interactions both among agents and between agents and the environment. Specifically, following
social theories from a broad range of fields, including psychology [68] 5], economics [25] and
behavioral sciencel [[118]], we first design a framework for LLM-driven social agents. These agents are
endowed with human-like “minds”, which include emotions, needs, motivations, and cognition of the
external world. Their behaviors such as mobility, employment, consumption, and social interactions
are dynamically driven by these internal mental states. Beyond individual agents, we construct a
realistic societal environment that seamlessly integrates urban, social, and economic spaces, providing
a rich foundation for agent interactions and self-evolution. At its core, society emerges from the
bottom-up interactions among individuals, where agent-level interactions collectively give rise
to complex social structures and phenomena. Recognizing that social systems exhibit emergent
behaviors shaped by scale, we develop a large-scale social simulation engine equipped with distributed
computing and an MQTT-powered high-performance messaging system. This enables simulations
with up to 10k agents, each engaging in an average of 500 interactions per day, capturing the
intricate dynamics of large-scale social systems. Based on the proposed large-scale social simulator,
we successfully reproduce behaviors, outcomes, and patterns observed in four real-world social
experiments, including polarization, inflammatory message spread, the effects of universal basic
income policies, and the impact of external shocks like hurricanes. These experiments not only cover
social research methods, such as surveys, interviews, and interventions, but also demonstrate the
simulator’s ability to replicate social dynamics, unlocking new possibilities for social scientists and
policymakers. Overall, AgentSociety marks a paradigm shift in Al for social science, enabling large-
scale, high-fidelity simulations that overcome traditional experimental limitations in costs, scalability,
and feasibility. By leveraging LLM-driven social generative agents, it facilitates deeper analysis,
prediction, and intervention in complex social systems, laying the foundation for computational social
science 2.0.

2 AgentSociety: Design and Overview

Society is a complex system, characterized by large-scale interactions among individuals with
diverse social behaviors, whose nonlinear dynamics often give rise to emergent phenomena and
unpredictable collective behaviors in a certain environment [87, |57, 130]. For example, in social
networks, interactions between individuals can result in the emergence of polarization [[15]. Moreover,
financial market crashes, a classic phenomenon in economic systems, stem from the collective
behavior of market participants and the herding tendencies of individuals [91]. These emergent
phenomena, despite originating from individuals’ behaviors, cannot be fully explained or predicted
solely based on individual components [87} 57, 130]. Therefore, this requires us to adopt a bottom-up
perspective [30L 31} 29]: we should begin by simulating an individual social agent, and then generate
an artificial society by incorporating a realistic environment and facilitating large-scale interactions
among agents as well as between agents and their environment.

Therefore, we develop an evaluation framework to examine the capabilities of various LLM-driven
social simulators along these three key dimensions (Figure[T). We first focus on the most basic element
of the simulator, i.e., LLM-driven social generative agents. As discussed above, the design of these
agents can be divided into three levels: minds, social behaviors, and their coupling methods (M-B
coupling). At the mind level, researchers initially input a profile description into LLMs, enabling them
to role-play and respond like a real person with a similar profile [24]. However, such simple role-play
cannot guarantee the quality of behavior generation. Consequently, an increasing number of studies,
inspired by the pioneering work of Park et al. [77], incorporate agentic module design such as profile,
memory, reflection, and action, into their LLM-driven agents [39} 64]. In this way, these agents can
exhibit more human-like behaviors and generate responses that are coherent, context-aware, and
aligned with their designated profiles. Recently, some researchers have realized that agents designed
purely based on the commonsense knowledge of LLMs lack the social intelligence needed to mimic
a real social being. To improve this, they have drawn on some theories from psychology to create
agents with socially intelligent designs [[101} 6]. However, they do not organically integrate theories



from multiple social science disciplines, which is central to our design of LLM-driven generative
social agents.

At the behavioral level, simulated behaviors can be broadly categorized into two types. The first
type includes complex behaviors, which involve multiple intricate steps and cannot be executed
solely by the agent itself. These behaviors require interaction with other agents or the environment,
such as socializing, engaging in economic activities, or navigating movement. The second type
comprises simpler behaviors, such as sleeping, which are relatively straightforward and do not demand
external interactions. To systematically evaluate these complex behaviors, such as movement, social
interaction, and economic activities, we have developed specific evaluation criteria. For mobility
behaviors, we examine whether the simulator simply models the switching of an agent’s position
(i.e., relocation) [[101] or incorporates the entire process of mobility trajectory [89,[77]. For social
behaviors, we assess whether the agents merely engage in basic interactions [75] or demonstrate
organized social relationships, reflecting more human-like group dynamics [[109, 77 |6} [72]. For
economic behaviors, we evaluate whether the agents recognize only the concept of “resources” (e.g.,
money in the real world or diamonds in Minecraft) [24] or perform advanced activities, such as
value-based resource exchanges grounded in logical reasoning and strategic decision-making [6} 64]].
In the case of simpler behaviors, we focus on the level of constraints in the simulated activities. These
range from highly restricted tasks, such as choosing a favorite movie [[110]], to more autonomous and
creative undertakings, like organizing a party without external prompts [[77, [101].

After introducing the minds and behaviors of agents, we further focus on understanding how behaviors
are generated from their minds, which we refer to as mind-behavior coupling. Some researchers have
adopted implicit modeling approaches, relying on the planning, memory, and reasoning capabilities
of LLMs to generate plausible behaviors [39, 164, (94]]. In contrast, others have leveraged established
theories, (e.g. Maslow’s Hierarchy of Needs [68]] and Theory of Planned Behavior [3]) to explicitly
model how behaviors are driven by minds [101]]. This explicit modeling aims to create behaviors that
are not only plausible but also more closely aligned with human-like patterns [101].

As discussed above, a realistic societal environment serves as the foundation for simulating authentic
human behaviors and society. Current social simulators employ a range of strategies for environment
design, each with its own strengths and limitations. Dataset-based environments [24} |94] rely on
pre-existing data but lack the ability to provide dynamic, real-time feedback to agents’ behaviors. For
example, Sociodojo [24] For example, Sociodojo [[24] incorporates pre-existing real-world time series
data to provide these agents with a sense of the external world. Text-based environments [[75,[101]],
often built based on LLMs, can offer some interactive feedback; however, their realism and objectivity
remain questionable, limiting their reliability for simulating complex scenarios. Rule-based virtual
environments, like Minecraft, provide richer and more objective feedback, but they still fall short
of capturing the intricate complexity of real human social systems [64, 16,|109]. To advance toward
a truly realistic social simulator, it is essential to design an environment that faithfully reflects the
multifaceted nature of human society. Such an environment should integrate key dimensions of urban
living, economic dynamics, and social relationships, while supporting diverse interactions among
agents and providing feedback on their behaviors.

After evaluating LLM-driven social generative agents and their environments, we further extend
our focus to examine the capabilities of the social simulation engine, particularly in terms of its
scalability and its potential to support social science research. The scale is a key factor in determining
its capacity to support research on complex social systems [87, 157, 130]]. We classify the supported
scale into four levels: < 100, 100-1k, 1k-10k, and > 10k agents. Larger scales enable more intricate
simulations and provide a platform for studying emergent phenomena in greater detail. Moreover, the
engine’s ability to facilitate traditional social science methodologies, such as experiments, surveys,
and interviews, is also important. The extent to which the system supports these methods directly
influences its applicability across diverse research domains. By accommodating these methodologies,
the engine can bridge the gap between simulation-based research and real-world social science,
unlocking new opportunities for understanding and addressing societal challenges. Overall, Table 2]
shows the comparison of different LLM-driven social simulators across the three key dimensions.
Existing platforms, although capable of simulating societies and human behaviors to some degree,
face substantial limitations in various areas. Since these platforms were not specifically designed for
social science research, they lack support for these methods. As a result, this aspect has not been
included in the table.
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Figure 1: Evaluation framework for LLM-driven social simulators.

In this paper, we propose AgentSociety, a comprehensive large-scale social simulator designed
to integrate LLM-driven social generative agents, a realistic societal environment, and a robust
simulation engine. This simulator not only supports large-scale agents and their interactions, but
also facilitates advanced social science research. Figure [2] provides an overview of AgentSociety
and outlines the structure of this paper. AgentSociety consists of three key components: LLM-
driven social generative agents, a realistic societal environment, and a powerful simulation engine
that supports large-scale interactions. Extensive experiments demonstrate AgentSociety’s superior
performance and its potential as a valuable testbed for various social experiments. In particular, we
first introduce LLM-driven social generative agents in Section [3| which discusses the designs for
agents’ minds, complex social behaviors, and their coupling in detail. We then demonstrate our
real-world societal environment in Section EL which includes our modeling of urban, social, and
economic spaces. Furthermore, we illustrate our large-scale social simulation engine in Section 3]
and evaluate its performance in Section[6] Finally, we show a typical one day life of our simulated
agents in Section [/.1|and launch several social experiments based on our proposed large-scale social
simulator in Sections[7.2]-[7.5] These examples, covering polarization (Section[7.2), the spread of
inflammatory messages (Section[7.3)), universal basic income [7.4] and external shocks of hurricanes
(Section[7.3), demonstrate the validity and authenticity of our proposed simulator.

3 LLM-driven Social Generative Agents

3.1 Overview

As discussed above, the rapid development of LLMs allows us to design human-like agents with not
only basic psychological states [1} 92]], but also complex social behaviors such as mobility [89, 108,
33]], employment [64} 48], consumption [64, 48|, and social interactions [39,[77]. While these efforts
in specific areas have shown the human-level intelligence of LLMs, creating LLM-driven social
generative agents capable of simulating a comprehensive social being remains difficult. This difficulty
primarily lies in two aspects. First, human behaviors are inherently motivated by psychological
states [32, 169, 68| |5]. However, this crucial connection is largely absent in a vanilla LLM or existing
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Figure 2: Overview of the proposed social simulator AgentSociety. AgentSociety consists of three key
components: LLM-driven social generative agents, a realistic societal environment, and a powerful
simulation engine that supports large-scale interactions. Based on these components, AgentSociety
not only demonstrates superior computational performance but also serves as a valuable testbed for
various social experiments.

agents designed for specific aspects. Second, different types of behaviors are highly interdependent.
For example, the decision of when and how people commute to work is shaped by the interplay
between their mobility and employment behaviors. Similarly, social interactions among individuals
often take place when people go shopping. These examples highlight the crucial interdependence
of human behaviors. Despite its significance, current LLMs and agents fail to capture this, limiting
their ability to accurately simulate realistic, complex human behaviors. Addressing these two aspects
requires deep insights into social science theories of human behavior, as well as advancements in
algorithmic design to integrate these insights into LLM-driven social generative agents.

Therefore, we propose a design for LLM-driven social generative agents, deeply rooted theories
from psychology (e.g. Maslow’s Hierarchy of Needs [68] and Theory of Planned Behavior [3]),
economics (e.g., Dynamic Stochastic General Equilibrium [23]]), and behavioral science (e.g., Gravity
Model [118])). Figure 3] provides an overview of the proposed agents, which can be roughly divided
into four parts. First, each agent retains their profile, typically regarded as relatively stable (e.g.,
personality), and status, which is dynamic (e.g., emotion). In particular, the profile includes basic
demographics such as name, age, gender, and education, as well as personality. The status comprises
three key aspects: the agent’s current mental states, economic status, and social relationships. Mental
states reflect the agent’s inner experiences, while economic status and social relationships capture
their power and connections in the external world. The integration of the profile and status into
these LLM agents enables them to role-play like real people, providing the foundation for simulating
complex mental processes and behaviors.

Second, each agent is designed with three levels of mental processes: emotions, needs, and cognition.
Emotions reflect the agent’s immediate response to both internal and external stimuli, shaping its
behaviors and reactions. Needs serve as the underlying motivational drivers that guide an agent’s
actions, ranging from basic survival requirements to higher aspirations such as personal growth and
self-fulfillment. Cognition refers to the agent’s understanding of the world, e.g., its attitudes toward
climate change and political issues. By incorporating these three levels of mental processes (see



Table 1: Comparison of LLM-driven agents and social simulators.

Model Minds Mobility | Economics Social Others M-B Scale Env.
RP. | AM.| SI. | Relo] Traj.| Res.| Exc. | Int. | Rel. | Con.| Free| Infl. | Dri. | #
D2A [101] v v v v v v <100 Text
Ecoagent v v v v v 100-1k | Rules
OASIS v v v v v >10k Rules
GA1000 [78] | v v v 1k-10k | X
MATRIX [73] | v v v <100 Text
Sociodojo [24] | v/ v <100 Data
GA [TT) v v v v v v v v v v <100 Rules
GenSim [94] v v v >10k Data
Project Sid [6] | v/ v v v v v v v v v v v v 1k-10k | Rules
AgentScope [40] v | v v N/A N/A
HiSim [72] v v v v 100-1k | Rules
S3 v v v v 1k-10k | Rules
AgentdRec [110] v/ v v 1k-10k | Rules
RecAgent [100]| v/ v v v v 100-1k | Rules
Sotopia v v <100 X
Casevo v v v v 100-1k | Rules
Ours v v v v v v v v v v v v v >10k Society
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Figure 3: Overview of LLM-driven social generative agents.

the detailed design in Section [3.2), agents can autonomously perceive the external environment,
ultimately developing their cognition of it.

Third, social behaviors are the core of LLM-driven social generative agents, which serve as the
bridge between their internal mind and external environment. Given the importance and complexity
of various human behaviors, we explicitly model three types of social behaviors: mobility, social
interactions, as well as employment & consumption. In Sections [3.3}3.5] we detail the special designs
for these three behaviors. Other simple behaviors such as sleeping are directly handled by LLMs.
It is worth noting that these behaviors are conditioned by the agents’ profile and status, and driven
by their mental processes. Finally, we introduce the workflow of the overall LLM-driven social
generative agents in Section [3.6] illustrating the integration of their profiles, mental processes, and
social behaviors. This workflow enables the simulation of comprehensive, context-aware agents by
capturing both internal cognitive states and external interactions, ensuring realistic, dynamic social
behaviors within the simulation.




3.2 Emeotion, Needs, and Cognition

Humans are driven by an intricate interplay of feelings, motivations, and thought processes that shape
their decisions and interactions [90,[7]. Grounded in psychological theories, our study integrates three
fundamental constructs, including emotion, needs, and cognition, to design agents that realistically
simulate adaptive and human-like behavior. Emotion, as the most dynamic layer of human psychology,
drives rapid responses to external situations and influences behavior [20, [16]]. Needs, based on
Maslow’s hierarchy of needs theory, serve as motivational drivers, spanning from basic survival
requirements to higher aspirations like personal growth [3]. Modeling these needs enables agents
to adopt realistic motivations and prioritize actions in ways relatable to human behavior. Cognition,
informed by theories like Theory of Mind and Cognitive Appraisal Theory, involves advanced mental
processes that allow agents to evaluate complex situations, make thoughtful decisions, and adapt
to diverse situations [13}[88]]. Drawing on these psychological theories, agents recognize their own
knowledge and the mental states of others while evaluating context sensitively, enabling effective and
goal-oriented social interactions [81]]. By integrating these crucial elements, our study designs agents
that can respond dynamically to real-time changes while tailoring their actions to reflect human-like
characteristics and behaviors within complex social simulations. The overall modeling framework for
the psychological and cognitive aspects of the agent is illustrated in Figure ]
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Figure 4: Modeling framework of emotion, needs, and cognition.

Emotion is a dynamic and foundational element of human psychology, driving rapid responses
to external events and influencing decision-making and behavior [90]. In our model, an agent’s
emotions are affected by its profile and status and are updated based on interactions with other agents
and the environment. We adopt the emotion measurement framework from Shvo et al. [90]], which
involves the agent selecting a keyword to best describe its current emotional state, formulating a
sentence-based thought related to that emotion, and rating the intensity of six core emotions—sadness,
joy, fear, disgust, anger, and surprise—on a scale from 0 to 10. This method enables agents to track
and update their emotional states, providing a foundation for contextually appropriate and adaptive
behavior. These emotions then influence the agent’s actions, motivations, and cognitive processes,
establishing an interconnected system that guides decision-making. As we will explore in the next
section, emotional states directly impact the agent’s needs and cognitive evaluations, linking emotions
to higher-order motivational and reasoning functions.

The concept of needs is widely accepted in the field of psychology as the fundamental motivator
behind an individual’s pursuit of specific objectives and maintenance of social engagement. Emotions,
on the other hand, are seen as the immediate responses experienced by an individual. The concept of
needs, however, is believed to establish the underlying motivational mechanisms that guide sustained
behavior, thereby extending and contextualizing emotional fluctuations. The integration of needs and
emotions in the agent’s model enables the maintenance of consistent motivational pathways over time,
ensuring that transient affective states are grounded in enduring goals and priorities. In our approach,
we employ established psychological frameworks (e.g., Maslow’s hierarchy of needs [3]) to categorize
and structure these motivational forces. We adopt a hierarchical representation of needs to organize
motivational drives by their relative urgency and importance. This needs hierarchy is continuously
updated based on three interrelated factors: the agent’s active behaviors, uncontrollable or passive
external events, and its current psychological states. The integration of these elements enables
the system to dynamically adjust need priorities, ensuring that the agent responds appropriately to
both internal motivations and external pressures. Furthermore, needs do not merely reflect static
conditions but rather serve as a driving force for proactive behavior. Leveraging the Theory of Planned



Behavior [5], the agent formulates action plans specifically aimed at meeting or enhancing priority
needs. Through this design, the needs module provides a robust foundation for adaptive, socially
informed behavior. In conclusion, the modeled needs provide the necessary motivational basis that
informs and intersects with the agent’s cognitive processes, leading directly into the subsequent
discussion on cognition.

Cognition encompasses the higher-level processes involved in reasoning, planning, and decision-
making [[13[]. In our model, cognition is intricately connected to the agent’s emotional and attitudinal
updates. After the agent processes an action, a sentence is used to describe its behavior in relation to
the current context. These sentences is then used to update both the agent’s attitude towards specific
topics and its emotional state. Attitude, in this context, serves as a memory system, reflecting how
supportive or opposed the agent is to a particular topic, rating from 0-10. By continuously updating
both emotion and attitude through the agent’s actions and experiences, cognition ensures that the
agent adapts to its environment in a way that is consistent with human-like reasoning and emotional
depth. This process, in turn, influences the agent’s needs and motivations, bridging the gap to the
next level of analysis.

In summary, the integration of Emotion, Needs, and Cognition modules enables the agent to engage
in socially intelligent behavior, with each module contributing to the shaping of adaptive actions.
For instance, when the agent detects an unmet need for social interaction and determines a sequence
of actions—such as identifying potential contacts and sending messages—to satisfy this need. The
emotional state of the agent, influenced by the emotion module, affects the tone of communication,
prompting the agent to initiate conversation with a cheerful or light-hearted tone. As the social
interaction progresses, the outcome of the behavior—whether the interaction is perceived as successful
or not—is reflected in the emotion and cognition modules. This, in turn, results in an update to the
needs module, thereby establishing a continuous feedback loop that adapts the agent’s behavior in
response to both its environment and internal state.

3.3 Mobility Behaviors

Mobility serves as the fundamental basis for social agents to engage in interactions and fulfill their
demands. Mobility is not a random behavior but is needs-driven across multiple levels. For instance,
when an agent experiences hunger (a basic survival need), it must move to a restaurant to obtain
food; to attend a work meeting (an advanced professional need), commuting to an office becomes
necessary. These mobility behaviors directly serve specific goals, acting as physical carriers for
social interactions, economic activities, and other societal behaviors. In essence, the core challenge
of mobility modeling is to bridge the spatiotemporal gap between needs and behaviors. Without
effective mobility, agents cannot achieve role immersion or behavioral closure in complex social
environments.

As depicted in the previous section, the Needs of social agents exhibit a hierarchical structure: from
foundational needs (e.g., eating, resting) to safe and social needs (e.g., work, social gatherings). To
satisfy the needs, it requires implementation through a "Need - Plan - Behavioral Sequence" chain.
Taking social needs as an example, an agent first formulates a plan to "attend a friend’s gathering,"
which decomposes into behavioral sequences such as "scheduling time (Friday evening), selecting a
location (café), moving." Here, location selection becomes the direct driver of mobility — to reach
the target location. This spatiotemporal coupling establishes mobility as the critical execution step
for demand realization.

Following the needs-driven principle, the mobility module adopts a hierarchical decision framework
(shown in Fig. [5)):

1. Intention Extraction: Derive core mobility intentions from demand hierarchies. For
example, when "social demand" is activated, the agent may extract a "move to social venue"
command.

2. Place Type Selection: Match demands with POI (Point of Interest) types in geographic
databases. If the intention is social interaction, venues like cafés or parks are filtered.

3. Radius Decision: Dynamically determine feasible ranges by integrating internal states
(e.g., age, stamina) and environmental parameters (e.g., weather, traffic). Heavy rain may
constrain the radius of indoor venues within 1 km or even stay at home.



4. Place Selection: Apply the Gravity model for spatial optimization:

S;/ D,
Pij= <o (M
Zsk/Dik

where S; denotes the attractiveness of location j, D;; is the distance, and (3 is the distance de-
cay coefficient. This model reduces LLM computational overhead while ensuring selections
align with human spatial patterns (e.g., proximity principle, agglomeration effects).
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Figure 5: Modeling of mobility behavior.

Mobility serves as a foundational behavioral module, operating as an integrative force within the
social agent’s action network. This enables multidimensional coordination across social, economic,
and environmental domains. The act of moving to a park, for instance, inherently carries the
potential for social synergy. Spontaneous encounters with acquaintances may emerge, catalyzing
dialogues, collaborative activities, or even serendipitous social events. These interactions exemplify
how mobility serves as a conduit for organic relationship-building. Concurrently, economic synergy
manifests through goal-oriented displacements. Commuting to workplaces directly sustains labor
productivity, while visiting commercial hubs like shopping malls create opportunities for consumption,
thereby linking physical movement to economic cycles. Beyond the human-centric interactions
discussed above, mobility also embodies environmental adaptation. Agents dynamically adjust
routes based on real-time traffic data or weather fluctuations, demonstrating responsiveness to spatial-
temporal constraints. Collectively, these synergies position mobility as the dynamic chassis of social
adaptability. It fulfills immediate demands and also provides the contextual infrastructure for complex,
layered interactions in urban ecosystems.

3.4 Social Behaviors
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Figure 6: Modeling of social behavior.
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Social behaviors play a critical role in our agent simulation framework. They enable the flow of
information and influence between agents, and further lead to the emergence of collective phenomena
through agent interactions. In real societies, people’s beliefs, opinions, and behaviors spread and
evolve primarily through social connections and communications. Therefore, modeling social
behaviors allows us to simulate how information and influence flow between agents affects both
individual and group dynamics. Our social module consists of two components: social relationships
defining the connections between agents, and social interaction behaviors enabling communication
between connected agents.

We include three types of social relationships in our framework: family bonds, friendships, and
colleagues. Each relationship has a strength value ranging from 0 to 100 representing social closeness
between agents. Agents communicate more frequently with high strength connections and adjust their
communication tone based on relationship type. For example, agents use more formal language with
colleagues and casual language with close friends. We maintain detailed interaction history between
connected agents, including message content and time, which influences how they communicate in
future interactions.

Our framework primarily focuses on modeling online social behaviors on online social networks.
Motivated by their social needs, agents select interaction partners based on relationship types and
strength. For instance, when sending casual messages, agents typically choose their best friends,
which are friends with the highest relationship strength. Target selection also considers the recipient’s
profile characteristics. When an agent wants to discuss specific topics, they select friends with relevant
expertise or experience. For example, an agent seeking advice about security issues would contact
friends who work as police officers. After selecting a target, agents start conversations. The content
of these messages is shaped by multiple factors: the agent’s current needs and intentions determine
the conversation topic, their thoughts and beliefs influence the specific content, and their emotional
state affects the message tone and style. When receiving messages, agents generate responses based
on their relationship strength with the sender, their chat history, and their current emotional state. Our
current framework primarily models online social interactions through messaging on online social
network, with plans to incorporate offline interactions. For example, when agents discover shared
interests in particular topics or need to have more detailed discussions, they can coordinate offline
meetings through online communication.

Social behaviors are deeply interconnected with agents’s emotional states, cognition, economic
behaviors, and mobility behaviors. An agent’s current emotions and beliefs directly influence how
they compose messages, while received messages can significantly alter their emotional state and
viewpoints. Positive interactions can improve mood and strengthen relationship bonds, while negative
interactions may lead to emotional distress and weakened connections. The exchange of economic
information through social interactions can trigger economic behaviors. For instance, when agents
receive news about job opportunities or market conditions from their social connections, they may
adjust their employment or consumption decisions accordingly. Similarly, social interactions often
lead to mobility behaviors, such as when agents receive event invitations or arrange offline meetings
with their connections.

Through this comprehensive social behavior modelling, we enable agents to engage in meaningful
interactions that both shape and are shaped by their internal states and external behaviors. Our social
module captures both relationship structures between agents and their interaction behaviors, allowing
agents to interact and influence each other as they do in real societies, and providing a foundation for
studying how information and influence spread in the simulated society.

3.5 Economic Behaviors

Economic behavior in daily life is a necessary component for sustaining life, with employment and
consumption being the core economic activities. These two behaviors occupy the majority of time
for social agents and further influence their psychological states, including cognition, emotional
well-being, and overall life satisfaction. Moreover, economic behavior is deeply intertwined with
other aspects of an agent’s daily life, such as mobility and social interactions. The satisfaction of
one need, whether it is economic or social, often triggers a cascade of related behaviors that span
across different domains of the agent’s life. For example, an agent’s decision to work longer hours to
increase their income may result in less time available for social interactions. Similarly, the decision
to spend more on consumption could lead to adjustments in an agent’s mobility patterns, such as
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travel to different stores or even relocation to areas with better access to desired goods or services.
The modeling of economic behavior is shown in Figure
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Figure 7: Modeling of economic behavior.

In terms of behavior modeling, we simulate the employment and consumption behavior of social
agents through the strength of their work and consumption propensity, and apply these behaviors in
a macroeconomic simulation environment [64]. Work propensity determines the agent’s working
hours and corresponding monthly income, while consumption propensity determines their monthly
consumption budget. Additionally, agents autonomously decide how to allocate this budget, including
where to spend the money and what to purchase. These behaviors are directly influenced by various
economic factors, including last month’s consumption, prices, taxes, and so on. These factors are
integrated into the agent decisions in a real-world context, where agents constantly adjust their
behavior in response to dynamic economic markets. In future work, we will further simulate agents’
complex economic behaviors in the labor and financial markets, including job changes, debt, and
investment, to model a more realistic socio-economic environment.

This framework can be used to simulate large-scale economic systems and to explore the potential
impacts of policy changes, economic shocks, and other factors on the overall behavior of social
agents within the system. By examining these dynamics, we can gain a deeper understanding
of the interactions between economic behaviors, psychological states, and social dynamics in a
comprehensive and integrated manner.

3.6 Workflow of LLM-driven Social Generative Agents

In this section, we introduce the workflow of our LLM-driven social agent, highlighting how the
agent’s internal psychological states (Emotion and Cognition) and its behaviors influence each other
and form a complete loop. This loop continuously adapts the agent’s actions based on its evolving
cognitive states, ensuring that behavior is dynamically aligned with both internal motivations and
external context. The core mechanism linking these psychological states to behavior is Memory,
which connects the agent’s cognitive states with its actions. This enables the agent to make adaptive
decisions that reflect its past experiences, current needs, and cognitive responses.

At the core of our solution is the use of Memory to link the agent’s internal psychological states
to its behavior. Memory acts as a bridge between the agent’s current emotions, cognition, and its
past experiences, ensuring that its actions are informed by both historical context and present needs.
Memory is not a passive system but actively shapes the agent’s decisions and behavior, enabling
continuous adaptation and coherence in its responses to changing situations. Specifically, Memory is
divided into three main components, each with a specific role in the agent’s overall operation:

* Profile: Stores the agent’s static attributes, such as demographic information (e.g., gender,
age), which remain constant and provide context for interpreting the agent’s behavior.

* Status: Records the agent’s dynamic state information in key-value pairs, including data
like current needs, satisfaction levels, and financial status, which directly influence decision-
making.

* Stream Memory: This is the core part of the memory system and tracks events and
perceptions over time. It is composed of two types of memory streams: Event Flow and
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Figure 8: Workflow of social agents based on stream memory.

Perception Flow. Each stream is organized chronologically, with multiple MemoryNodes
in each stream. Each MemoryNode contains a description with three components: time,
location, and event description.

The Event Flow records events that occur over time, such as proactive actions by the agent, passive
external events, and environmental changes. These events are recorded in sequence, maintaining a
timeline of actions and occurrences.

The Pe
Each n

rception Flow records the agent’s thoughts and attitudes towards the events in the Event Flow.
ode in the Perception Flow is linked to one or more nodes in the Event Flow, reflecting how

the agent perceives or reacts to a specific event. This integration allows for a nuanced representation
of both the agent’s cognitive appraisals and emotional responses.

The agent’s behavior is driven by its current state, which influences the decision-making process and
the actions taken. The following steps outline the agent’s workflow:

1.

Action Determination: The agent assesses its current state (from the Status memory) and
decides on a course of action based on its emotional and cognitive evaluations. For example,
if the agent needs social interaction and is in a positive emotional state, it may choose to
initiate a social conversation.

2. Event Feedback: After performing the action, the agent receives feedback. For example,

if the agent attempts to move to a social gathering, it checks whether the movement was
successful (e.g., did it reach the correct location, considering environmental factors like
weather).

. Memory Update: The event and its feedback are recorded in the Event Flow, and the
associated Perception Flow is updated with the agent’s emotional and cognitive responses to
the event.

4. Emotion and Cognition Analysis: The Emotion and Cognition modules analyze the

outcome of the event (e.g., whether the movement was successful) and update the agent’s
emotional state and attitude accordingly. This feedback may affect the agent’s future
decisions and actions.

. Passive and Environmental Events: In the case of passive events or environmental stimuli,
the same memory processing logic is applied. The agent perceives the event, updates the
Event Flow, and modifies its Perception Flow accordingly.

The Memory system, organized along a time axis, reflects the natural flow of events in the physical

world.
creatin

This memory framework allows the agent to integrate its ongoing experiences with past events,
g a dynamic, evolving representation of its environment and internal states. By leveraging
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Stream Memory, the agent adapts its behavior over time in a way that mirrors human cognition,
emotional responses, and decision-making, providing a coherent and context-aware foundation for
socially intelligent behavior.

4 Real-world Societal Environment
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Figure 9: Overview of the societal environment.

According to the introduction above, in the design and simulation of social agents, mobility behaviors,
social behaviors, and economic behaviors like employment and consumption are essential external
capabilities. In the real world, the manifestation of these behaviors is grounded in corresponding
objective entities, not merely in human subjective cognition. For example, mobility behaviors imply a
continuous change in spatial and temporal location. Therefore, if we rely solely on the knowledge and
capabilities of LLMs to conduct such simulations without incorporating modeling of the operational
laws and constraints of the real world, the simulation results are likely to be influenced by the
"hallucinations" of LLMs [49], resulting in outcomes that diverge from actual realities. To address
this issue, we need to provide a realistic and reliable environment for simulating social agents. The
environment should include the following features:

 Appropriate modeling of real-world operational principles to reflect physical constraints and
costs, and provide feedback on behaviors;

* Environmental data sourced from the real world or aligned with real-world principles;

* Interfaces to enable interaction with agents.

Such an environment will serve as a virtual mapping of the objective aspects of the world in social
simulations, enabling the design of social agents to focus solely on subjective human behavioral logic.
By offloading tasks such as numerical computations, where LLMs cannot guarantee absolute accuracy,
this approach simplifies agent design and allows researchers to concentrate on core objectives.

In alignment with this objective, we encode expert knowledge to construct a real-world societal
environment as depicted in Figure [9] designed to support the simulation of mobility behaviors,
social behaviors, and economic behaviors. The entire environment is divided into three spaces. The
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urban space constructs a city road network supporting mobility simulation and incorporates elements
such as Area of Interest (AOI) and Point of Interest (POI). It implements common transportation
modes including driving, walking, public transit, and taxi services, providing agents with realistic
positional feedback as well as temporal and monetary costs associated with different travel choices.
The social space builds upon agents’ social networks, offering support for offline and online social
interactions. A critical and authentic design feature in this space is the supervisor, which monitors
social media content, filters messages based on algorithmic rules, and enforces bans on specific
users or connections when necessary. The economic space reconstructs fundamental elements
of macroeconomics, modeling economic behaviors of individuals, firms, governments, and banks
through the implementation of account books. These behaviors encompass employment, consumption,
taxation, interest mechanisms, while a dedicated statistical bureau is established to monitor economic
indicators like GDP. The following subsections will elaborate on the corresponding environmental
spaces for the agent behaviors respectively.

4.2 Urban Space

To address the needs of social agents for moving and interacting with different places, accurate
modeling of urban space is essential. The urban space must capture both the physical movement
pattern of individuals and their interactions with diverse urban locations.

Inspired by traffic simulation platforms such as SUMO [17] and CityFlow [112], also leveraging the
spatial abstraction schemas of OpenStreetMag]} the urban space is structured into two interdependent
layers, the static infrastructure attributes and dynamic mobility behaviors.

The static attribute layer includes road networks, defined by lanes, roads and junctions to encode
traffic accessibility, as well as functional zones, which are Areas of Interest (AOIs) and Points of
Interest (POIs). AOIs delineate regions with specific purposes, such as residential neighborhoods or
commercial districts, while POIs represent granular interaction targets like retail stores.

The dynamic behavior layer extends this static foundation by simulating multi-modal mobility
through a discrete time-stepping mechanism. Individual movements, including positions, speeds,
and accelerations are updated dynamically according to kinematic principles and predefined rules.
Operational logic begins with agents formulating movement intentions based on their internal
needs and goals, then these intentions are translated into specific instructions guiding individuals’
movements within the space, which include driving, walking, taking the bus, or taking a taxi. For all
means of transportation, path-planning algorithms generate optimal routes. Driving follows the IDM
model [95] for acceleration and the MOBIL model [54,|35] for lane-changing decisions. Pedestrians
navigate sidewalks at a constant speed and follow the traffic signals at junctions to avoid collisions
with vehicles. Buses operate on fixed schedules, while passengers conduct the processes of boarding,
alighting, and transferring. For taxis, a global dispatch system simulates sending the nearest available
taxi to respond to ride requests, ensuring efficient service and minimal wait times for passengers.

For the simulation environment to function accurately, we apply rich data sources. Road networks and
AOIs are extracted from OpenStreetMap]} undergoing topological simplification to produce structured
representations. POI data, acquired via API from SafeGraph]

We implement Python-based APIs to bridge the simulation space and agents,providing bidirectional
interaction capabilities. Configuration interfaces allow for initializing agent positions, assign travel
plans (e.g., destinations and transportation modes), and reset simulation states. Query interfaces
enable real-time monitoring of agent kinematics status and simulation metadata such as simulation
timestamps.

By harmonizing static urban infrastructure, dynamic mobility behaviors, and multi-source geospatial
data, our urban space establishes a high-fidelity decision-making sandbox for agents.

4.3 Social Space

Social behavior is a prerequisite for constructing an agent society. The occurrence of social behaviors
requires the support of an authentic social environment. The social environment provides management

https://openstreetmap.org/
https://openstreetmap.org/
https://wuw.safegraph.com/
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of social relationships, as well as modeling and simulation of social behaviors, which will enable
mutual influence and collaboration among agents, generating richer and more authentic social
phenomena.

Therefore, the incorporation of the social space within the societal environment is particularly crucial.
The primary component of the social space is the social network, which is provided and loaded by
users. Social networks model relationships between individuals, encompassing the connections and
connection strengths between each agent and others. This network will be used by agents to evaluate
potential social interaction targets. Both the relationships and connection strengths within social
networks are mutable during simulations. Based on social networks, social spaces encompass both
online and offline interactions. Although agent design primarily focuses on online social behaviors,
offline interactions based on spatial proximity remain an indispensable component in constructing
realistic environments. For online social interactions, to realistically simulate the operational logic of
social media platforms, we also introduce the concept of the supervisor. The supervisor will identify
content in online social messages, filter messages according to user-specified algorithms or rules, and
support the blocking of specific users or connections, thereby simulating the intervention process of
social media platforms in information propagation.

In implementation, the social network is stored as data items within agents. Both offline and online
social interactions are simplified into sending messages to specific targets through the agent message
system which will be introduced in Section[5.4] The supervisor is implemented as preprocessing
middleware before message transmission, and a centralized program is provided to handle message
processing collectively for updating rules and algorithms.

In summary, the social space not only supports the simulation of realistic social interactions between
agents but also establishes intervention capabilities over social propagation within agent societies.
This framework will serve as a crucial foundation for conducting research on real-world social
propagation phenomena using LLM-driven social agents.

4.4 Economic Space

The economic space includes the modeling of several key elements in the macroeconomics [[104}
64]. Specifically, firms convert the labor input of social agents into goods production and pay the
corresponding wages to the agents. Furthermore, firms adjust the wages of agents and goods price
flexibly based on the supply and demand relationships in the consumption market. The government
levies income tax on agents’ earnings according to specified tax rates. The banks pay interest to
agents based on their savings each year, with the interest rate adaptively adjusted according to the
Taylor Rule [104]]. The National Bureau of Statistics regularly compiles macroeconomic indicators,
such as real GDP, average working hours per person, and per capita consumption levels.

Building upon the modeling of the four key economic entities—firms, agents, the government, and
banks—the economic simulator further captures the dynamic processes and interactions that drive the
functioning of a realistic economic system. By integrating income generation, expenditure, savings,
taxation, and policy-driven adjustments, the simulator provides a comprehensive representation of
economic cycles.

Agents are the fundamental economic participants, generating income through labor in firms. This
income is subject to taxation, with a portion deducted based on a progressive tax structure, while the
remaining disposable income is allocated between consumption and savings. Agents use their dispos-
able income to purchase goods and services, thereby fueling market demand. The funds allocated
to savings are deposited into banks, where they accrue interest, influencing future consumption and
investment decisions.

Firms act as producers in the economy, utilizing labor from agents to generate production output.
They pay wages to agents, creating a cyclical flow of income within the system. Firms dynamically
adjust goods prices and wages in response to market supply and demand, ensuring equilibrium in the
consumption market. Their revenue comes from the sales of goods, which is reinvested into further
production or held as retained earnings for future expansion. The government collects tax revenue
from agents based on their earnings and redistributes financial resources to regulate economic activity.
It influences the economy through fiscal policy, adjusting tax rates to manage income distribution
and public sector financing. These funds may be directed toward public expenditures, which are not
explicitly modeled in this simulator but could represent infrastructure, social programs, or government
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services. Banks function as financial intermediaries, receiving savings deposits from agents and
providing them with interest payments. The interest rate is dynamically adjusted according to the
Taylor Rule, incorporating monetary policy mechanisms into the simulation. This impacts agents’
saving and spending behavior, as higher interest rates encourage savings while lower rates stimulate
consumption. Banks also serve as liquidity providers, ensuring the efficient allocation of financial
resources within the economy.

The National Bureau of Statistics (NBS) compiles and analyzes macroeconomic indicators to monitor
economic performance. It collects data on real GDP, income distribution, total tax revenue, per
capita consumption, and average interest earnings. These aggregated statistics offer insights into
systemic trends and policy effectiveness, enabling the evaluation of economic stability and the long-
term impact of market dynamics. By structuring the simulation as an economic settlement system,
where each entity interacts through well-defined financial flows, this framework achieves a holistic
representation of economic operations. It serves as a valuable tool for analyzing the relationships
between micro-level decision-making and macroeconomic trends, providing insights into market
behaviors, policy interventions, and the overall functioning of economic systems.

While the economic simulator successfully models key economic flows, it does not explicitly capture
critical aspects such as the goods market and the labor market. These omissions limit the realism of
the model and represent areas for future refinement. The goods market is simplified by assuming
firms adjust prices based on aggregate demand, but it does not account for detailed supply and demand
dynamics, competition, or market shocks. Similarly, the labor market is abstracted, with agents
receiving wages without modeling unemployment or the negotiation processes between workers and
firms. Including these elements could enhance the model’s ability to simulate real-world economic
fluctuations. Despite these limitations, the simulator provides valuable insights into the interactions
between agents, firms, the government, and banks. Future improvements could focus on integrating
more detailed models of the goods and labor markets, helping to better replicate complex economic
systems and improving policy analysis. In conclusion, while the current model is a simplified
representation, it offers a strong foundation for exploring economic interactions and can be further
enhanced by incorporating missing market dynamics for more accurate predictions.

5 Large-scale Social Simulation Engine

5.1 Overview

Although the large-scale social simulator introduced in this paper may appear as a simple combination
of LLM multi-agent systems (social agents) and tool call (environment), the reality of human society
characterized by independent thinking in decision-making and collaboration driven by language
communication promotes us to fundamentally rethink the system architecture design and imple-
mentation of the large-scale social simulation engine. Existing multi-agent execution frameworks
such as CAMEL [63]] and AgentScope [40] typically take inter-agent collaboration as the founda-
tional principle of system architecture design, constructing Standard Operating Procedures (SOPs)
through message-passing processes among agents to determine the sequence of agent execution. Such
frameworks are particularly well-suited for multi-agent execution scenarios with well-defined agent
execution sequences, as exemplified by programming tasks [47} [82]] and conversational games [107],
as they can significantly simplify complex agent interaction processes. However, in real-world
contexts, individual behavioral decision-making emerges from the autonomous integration of current
memory, cognitive states, and environmental constraints, rather than being strictly contingent upon
specific inputs from other agents or environments. Therefore, a pivotal challenge in system architec-
ture design lies in faithfully simulating this "asynchronous" phenomenon within the large-scale social
simulator, while strategically leveraging such intrinsic behavioral patterns to optimize simulation
execution efficiency.

As a solution to the aforementioned challenge, we draw inspiration from the operational logic of
the real world by treating each agent as an independent simulation unit. There are no explicit
dependencies or execution orders between agents. Instead, they exchange information and mutually
influence each other through a messaging system. For the parallel execution of independent simulation
units, to fully leverage the multi-core computing capabilities of modern computer systems and
distributed computing paradigms for horizontal scaling of simulation scale, we adopt the highly
mature Ray framework [71]] to implement distributed computing and conceal I/O latency through
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Python’s asyncio mechanism. As the simulation scale increases, we identify that TCP port resources
become a bottleneck, and excessive reliance on inter-process communication to coordinate the entire
system leads to decreased execution efficiency. Therefore, we introduce an intermediate structure
named agent group to enable multiple agents to operate within a single process, thereby balancing
communication costs with parallel acceleration while allowing connection reuse for network calls
such as LLM API calls. For the messaging system supporting inter-agent information exchange, it
needs to support massive concurrent connections, high-throughput and reliable message transmission,
though being latency-insensitive. This characteristic closely resembles the Internet of Things (IoT)
scenarios where applications must handle message delivery across millions of devices. Inspired by
this similarity, we have introduced MQTT], the communication protocol that has achieved tremendous
success in [oT communications, to construct our agent messaging system. Following best practices
from existing agent execution frameworks, we provide comprehensive utilities including multiple
LLM API adapters, a retry mechanism,a JSON parser, a metric recorder, and diverse logging
capabilities including both local file output and database storage. Leveraging these logged processes,
we develop real-time interactive visualization interfaces. Furthermore, specifically designed for social
experimentation requirements, we implement a specialized toolbox including interviews, surveys,
and interventions.

In the following content, we will first introduce the whole system architecture in Section[5.2] We
then dive into the key designs including group-based distributed execution in Section [5.3]and MQTT-
powered agent messaging system in Section[5.4] The utilities and toolbox for social experiments will
be discussed in Section[5.5]and Section [5.6|respectively.

5.2 System Architecture
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Figure 10: System architecture of the large-scale social simulation engine.

To avoid unnecessary redundant development and leverage the advancements from the open-source
community, the system architecture of the large-scale social simulation engine is primarily con-
structed using advanced and mature open-source software or libraries. As shown in Figure[I0] the
overall system architecture consists of shared services common to all social simulation experiments,
simulation tasks corresponding to each experiment, and an optional GUI component.

The shared services include the following components:

https://mqtt.org/
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* LLM API: LLM:s serve as the most critical component of the simulator, acting as the "soul"
of agents. For the simulation engine, LLMs provide a standard "request-response" process
through APIs to handle tasks described in agent prompts. The LLM API can utilize public
services like OpenAl]or DeepSeek] or be deployed through local inference engines such as
vllm [56] and ollamg]

* MQTT Server: The architecture employs the high-performance IoT protocol MQTT for
inter-agent message transmission, simulating real-world human language interactions and
collaboration patterns. The MQTT server enables protocol-compliant message delivery to
clients. We select a high-performance MQTT server named emqx] for this purpose.

* Database: The database in the architecture is solely used for storing simulation results
for subsequent analysis or visualization. We choose PostgreSQL] for its unique high-
performance batch writing capability through the SQL command COPY FROM, ensuring
efficient data storage.

* Metric Recorder: Recording specific metrics during simulations enables researchers to
compare experimental results across different studies and derive valuable scientific insights.
To facilitate research collaboration, we opt for mlﬂow[] with centralized server capabilities,
rather than local storage-based metric recording tools like tensorboard]

The primary purpose of the large-scale social simulation engine is to execute social simulation
experiments, which consist of a set of computational tasks comprising environment simulation and
agent execution. In implementation, an experiment corresponds to an Agent Simulation object.
This object will create and manage environment simulators through subprocess mechanisms, while
utilizing the Ray framework to create multiple agent groups that execute agents through multi-process-
based distributed computing. According to Ray framework design, each agent group functions as
a Ray actor operating within a single process. The Ray framework enables managed Ray actors
to work across different machines. By adding other machines to the head node during Ray cluster
initialization, distributed computing can be easily achieved to horizontally scale computational
resources for social simulation tasks. Within each agent group, clients connecting to the shared
services and the environment simulator are initialized, enabling multiple agents to work concurrently
using these client connections. Different experiments will share all shared services while utilizing
distinct Ray clusters and environment simulators to prevent mutual interference. The GUI with a
backend and a frontend connects to the database and MQTT server to enable the visualization of
simulation results, and allows users to directly interact with simulated agents by conducting dialogues
or sending questionnaires.

In conclusion, the system architecture integrates multiple cutting-edge open-source softwares to
deliver comprehensive capabilities for social simulation and enables researchers to focus exclusively
on social agent design, including distributed computing, LLMs, message transmission, data storage,
and metric management.

5.3 Group-based Distributed Execution

Based on the above description of the system architecture, we aggregate multiple agents into a group
called an agent group, and use a single process to execute each group of agents to achieve the effect
of distributed computing acceleration. This design addresses the contradiction between limited TCP
port resources and the massive number of agents. Specifically, if each individual agent were treated
as a separate process and independently connected to shared services to simulate autonomous human
decision-making in the real world, the large number of TCP connections would exhaust the TCP
port resources of the MQTT server, the database, and the metric recorder (with an upper limit of
65,535 ports), leading to failures due to insufficient TCP port resources. Therefore, how to implement
connection reuse to reduce TCP port resource consumption while ensuring independent execution of
multiple agents constitutes a critical issue that needs to be addressed in agent execution.

https://platform.openai.com/docs/overview
https://platform.deepseek.com/
https://ollama.com/
https://www.emgx.com/en
https://www.postgresql.org/
https://mlflow.org/
https://www.tensorflow.org/
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Figure 11: Asynchronous multi-process parallel execution using Ray and asyncio.

To address this issue, we evenly distribute agents into multiple agent groups, each configured with an
LLM API client, an MQTT client, an environment client, a database client, and a metrics recorder
client. All clients are implemented using asynchronous calls and support parallel execution. Since
LLM-driven social simulations are I/O-intensive tasks, primarily consuming time in LLM calls and
environment interactions. Leveraging the asynchronous I/O capabilities provided by asyncio and
multi-process parallel execution powered by Ray shown in Figure[TT} the engine allows multiple
agents to concurrently send LLM requests while fully utilizing CPU resources for computational
tasks in agent design like running gravity models, effectively avoiding time waste caused by waiting
for LLM responses. The asynchronous approach with connection reuse does not impose specific
constraints on agent execution order, ensuring independence among agents. By organizing agents
into groups, the total number of TCP ports required by the system can be reduced to a multiple of
the number of agent groups (depending on optional services such as metrics recording), thereby
preventing issues caused by TCP port exhaustion. However, immutable fixed-number grouping would
result in the overall system efficiency being constrained by the slowest group. Therefore, adaptive
load balancing and dynamic scheduling across groups represent an important direction for future
research.

In summary, by combining group-based asynchronous and parallel execution with distributed imple-
mentation to enhance simulation efficiency, we successfully address the critical issue of execution
failures caused by port exhaustion.

5.4 MQTT-powered Agent Messaging System

exps/<exp_uuid>/agents/<agentl_uuid>/#
exps/<exp_uuid>/agents/<agent2_uuid>/#

MQTT Client

S UW

Publish

Publish
20, (S om

MQTT Server

w}e
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Agent Group #1

MQTT Client

Agent Group #N

exps/<exp_uuid>/agents/<agent3_uuid>/#

exps/<exp_uuid>/agents/<agent4_uuid>/#
exps/<exp_uuid>/agents/<agent5_uuid>/#

exps/<exp_uuid>/agents/<agent6_uuid>/#
Figure 12: Overview of MQTT-powered agent messaging system.

Communication between agents is an essential component in constructing social simulations based
on LLM-powered multi-agent systems. The transmission of textual messages among agents simulates
real-world human communication and collaboration through language, which will facilitate the
emergence of group behaviors and thereby further approximate the operational laws of the real
world. Expanding on this, developing a messaging system that connects agents will enable users or
external programs to directly access and intervene in the agents’ behaviors. This will support more
sophisticated social experiments and interactive applications.
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To achieve the aforementioned agent messaging system, we need a messaging system capable of
delivering messages to hundreds of thousands of specific agents by IDs. In the IoT domain, MQTT is
a protocol designed to enable communication between millions of IoT devices and control centers, em-
ploying a publish/subscribe architecture. Publishers send messages to specified IDs, while subscribers
monitor specific IDs or designated prefixes to receive messages. MQTT utilizes a lightweight packet
structure tailored for low-bandwidth IoT environments, delivering reliable messaging with minimal
resource consumption. Although originally designed for IoT device connectivity, this protocol aligns
perfectly with the communication requirements of agents in the large-scale social simulator. We
therefore adopt this protocol to implement our agent messaging system as shown in Figure[I2} During
implementation, we designate the following topics and their corresponding message meanings:

* exps/<exp_uuid>/agents/<agent_uuid>/agent-chat: Used for sending messages
from one agent to the target agent within the experiment.

* exps/<exp_uuid>/agents/<agent_uuid>/user-chat: Used for users to send chat
messages to the target agent within the experiment via the GUL

* exps/<exp_uuid>/agents/<agent_uuid>/user-survey: Used for users to send struc-
tured JSON-formatted surveys to the target agent within the experiment via the GUI.

Under this topic configuration, each agent only needs to subscribe to messages prefixed with
exps/<exp_uuid>/agents/<agent_uuid>/. This approach reduces development costs while
maintaining compatibility for future extensions to the messaging system’s functionality.

In summary, by integrating the advanced IoT communication protocol MQTT, we achieve low-cost
development to simultaneously connect hundreds of thousands of agents while ensuring reliable
agent message transmission. This solution also enables user input through GUIs and supports
future functional extensions, thereby filling a crucial gap in the architecture of the large-scale social
simulation engine.

5.5 [Utilities

In addition to the aforementioned key technical designs for social agents, we also provide a rich set
of utilities to facilitate the development of social agents. The design philosophy of most of these
utilities is primarily inspired by AgentScope [40]].

LLM API Adapter. We implement calls to OpenAl API-compatible LLMs through the openai
python library] including OpenAl, DeepSeek, Qwen] etc. Additionally, we also support calls
to ChatGLM] Through the LLM API adapter, we allow users to freely select their preferred or
partnered LLMs for inference by modifying configurations, which enhances the system’s flexibility
and compatibility.

Retry Mechanism. To prevent abnormal results returned by the LLM API from affecting experiments,
the system incorporates a retry mechanism. When invoking the LLM API, if erroneous responses are
detected, the system will automatically reinitiate the call. The default number of retries is set to 3.

JSON Parser. Since prompts often require LLMs to return responses in JSON format to facilitate
parsing into program-processable results, we develop a JSON parser. This parser automatically
identifies JSON code blocks in responses, removes Markdown code block delimiters (prefix and
suffix), and converts the content into Python objects.

Metric Recorder. To assist researchers in recording various statistical metrics during experiments,
such as total GDP and agent state averages, we adapt the mlflow API and implement a parallel-safe
metric logging utility class and functions.

Logging and Saving. Logging and saving simulation processes and results serve as the foundation
driving subsequent data analysis and visualization. Saving as much data as possible will facilitate
richer and more profound research insights. Accordingly, we design both local file storage using
the AVRO format [ and PostgreSQL database as online storage. Both storage approaches employ

https://pypi.org/project/openai/
https://bailian.console.aliyun.com/
https://bigmodel.cn/
https://avro.apache.org/
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similar schemas to archive social agent profiles, agent states during simulations, thoughts and
dialogues, and survey outcomes. Additionally, experimental metadata including IDs, names, durations,
configurations, and error messages is systematically recorded.

GULI. To help people directly observe the behavior of social agents in environments and allow users
to engage in direct conversations or surveys with the agents, we develop a GUI program. The GUI
program includes functionalities for experiment management, survey administration, and real-time
monitoring or playback of experiments. During real-time monitoring, users can interact with agents
through instant conversations or send surveys, with these communications being transmitted via the
agent messaging system while awaiting responses. Additionally, during both real-time monitoring
and playback, users can view agent-related records stored in a PostgreSQL database, including their
locations, profiles, status history, thought and dialogue history, and survey response histories. We
aim for this GUI to help users build intuitions about agent societies and facilitate deeper analysis and
applications.

5.6 Toolbox for Social Experiments

In the realm of social sciences, various research methods are employed to study human behavior,
motivations, and responses in different contexts. In real-world settings, it is often difficult to find
controlled environments for conducting social experiments that mirror the complexity of human
interactions. This is where interventions come into play—creating specific social experimental
conditions that allow researchers to simulate and manipulate real-life scenarios. Besides, two widely
used methods are interviews and surveys, both of which allow researchers to collect data from
individuals, explore their opinions, and understand the underlying psychological factors influencing
their actions. These methods are vital for generating insights into how people think, feel, and act in
specific situations. Large-scale agent-based simulations provide a powerful tool for addressing these
challenges, enabling the design of controlled experiments with a high degree of realism. This section
details the tools available for conducting interventions, interviews, and surveys with agents in a social
experiment. These tools offer flexibility in data collection and manipulation, supporting the design
and execution of robust social experiments.

Intervention. Intervention refers to the manipulation of an agent’s behavior or state to observe how
changes influence its actions, thoughts, and emotional responses. Interventions are crucial for setting
up experimental conditions in social experiments. There are three primary types of intervention in
our system:

» Agent Configuration: This type of intervention involves directly modifying the internal
settings of the agent before the simulation starts. These settings may include altering an
agent’s personality traits, goals, or preferences. Since this intervention occurs before the
simulation, it ensures that the agent’s behavior aligns with the experimental conditions right
from the start.

 State Manipulation: This intervention occurs during the simulation and allows researchers
to modify the agent’s current state. By altering an agent’s profile, mood, or ideas, researchers
can influence its behavior. For instance, modifying the agent’s emotions can impact its
decision-making and social interactions.

» Message Notification: This method involves sending a text message to the agent, triggering
aresponse. For example, a message such as "Severe weather changes expected, a hurricane
is coming" could be used to observe how the agent adjusts its plans or behavior in response
to external threats. This type of intervention can be introduced at any point during the
simulation, offering flexibility in creating different experimental conditions.

The intervention process can be summarized as:

. . . Agent Setti .
Pre-Simulation Configuration S b LN Agent Behavior Start

. . . Memory Manipulation
During Simulation

Message Notification

Behavior Adjustments

During Simulation Behavior Modification

These intervention techniques allow for dynamic and flexible modifications of the agent’s behavior,
providing valuable insights into the impact of specific changes on social interactions and decision-
making.
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Interview and Survey. An interview is a process of one-on-one or group-based questioning and
answering, typically used to gather detailed, qualitative information from participants. In our platform,
users can directly communicate with agents through either a front-end interface or programmatically
via code. The system uses MQTT to distribute the user’s questions to the relevant agents. The agent
then answers these questions by processing both its internal state and the surrounding environmental
context. Importantly, this process is designed so that the agent can respond without interrupting
its ongoing actions. This allows for real-time interaction while maintaining the flow of the agent’s
behavior. The interaction flow is depicted as:

. MQTT . Ans
Question MorT, Agent Processing —— User Response

This ensures that the agent can participate in interviews seamlessly while continuing its primary tasks
and goals.

A survey is a structured form of data collection, where a series of interview questions are combined
based on a specific set of rules. These rules include response formats (e.g., multiple-choice, ranking)
and the unique design elements determined by the survey creator (e.g., question order). Surveys
are typically used to gather quantitative data across a larger sample, offering a broader perspective
on trends or patterns. In our system, the structured survey is distributed to agents via MQTT, just
like interviews. However, the primary difference is that the agent’s responses follow a predefined
structure, ensuring consistent data collection across multiple agents. The agent processes the survey
questions sequentially, answering them from top to bottom after analyzing the format and response
rules. This structured data is then compiled into a format that is easy for the user to analyze. The
survey response process is modeled as:

Structured Answer
—>

Survey Mott, Agent Parsing and Responding Data Processing

This ensures that data collection is organized, reliable, and easy to process for social experiment
analysis.

The ability to conduct interventions, interviews, and surveys within our platform provides a powerful
toolkit for researchers conducting social experiments. These tools offer a structured approach to data
collection and behavioral modification, making it possible to simulate real-world social conditions in
a controlled environment. The flexibility to manipulate an agent’s settings, memory, and responses in
real-time ensures that a wide variety of social experiment scenarios can be tested, from understanding
individual behaviors to studying collective dynamics. This makes large-scale agent simulations an
invaluable resource for conducting complex social science research.

6 Performance Evaluation

In this section, we will analyze the performance of our proposed large-scale social simulator through
a series of comprehensive experiments in order to reveal its strengths and limitations from different
aspects. The experiments focus on the following key research questions:

* RQI1: What is the performance of the implementation of the societal environment?

* RQ2: What is the performance of the MQTT-powered agent messaging system compared to
alternative communication approaches?

* RQ3: What is the performance of the large-scale social simulator built from the above
components with LLM-driven agents?

All experiments were conducted on Huawei Cloud c7.16xlarge.4 cloud servers to ensure comparability
of results. To mitigate potential interference from rate-limiting effects inherent in LLM API calls
during large-scale social simulator execution, we chosen the DeepSeek API platform|that officially
claims no request limif} Related experiments were specifically scheduled during DeepSeek’s off-peak
hours (05:00-07:00 local time) to maximize the LLM API throughput. According to a DeepSeek
website statement, the model used during the experiments was DeepSeek-V3 [65]].

In the following content, we will present the experimental settings, results, and further discussion to
address RQ1 in Section[6.1] Those about RQ2 will be discussed in Section[6.2] Finally, in Section[6.3]
we will conduct detailed experiments to answer RQ3.

https://platform.deepseek.com/
https://api-docs.deepseek.com/quick_start/rate_limit
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6.1 Societal Environment Performance

To evaluate the interaction performance with our simulation environment, we conducted a series of
experiments to show our environment is able to handle high concurrency tasks from massive agents.

Experimental Settings. We utilized the Social Environment Simulator tool-chain to generate varying
numbers of individuals: 1,000, 10,000, 100,000, and 1,000,000, as the specific load for the simulator
itself. The departure times of these individuals were distributed according to a typical weekday
pattern, and all simulations were set starting from the morning peak hour of 8:30.

The test queries were divided into setting queries and fetching data queries at a ratio of 1:999, meaning
one setting query after 999 steps of fetching query for each agent. This ratio was chosen because it
is close to the actual request distribution in real agent simulations with our framework. We limited
the maximum number of Social Environment Simulator processes from 2, 4, 8, 16, to 32. Each
experimental setup was repeated five times, lasting for 10 seconds, with queries per second ranging
from 102 to 10°.

Performance Metrics. We conducted two experiments to evaluate our environment simulation
performance. First, we measured the simulation speed with the metric of calculating the time
consumption per simulation step, with the simulation time set to 24 hours. Second, we assessed
concurrency performance by measuring the increase in queries per second (qps) along with the change
in time consumption per simulation step.

Evaluation Results. The result of simulation speed is shown in Table [2] The results indicate that
even as the number of individuals and query rates increased significantly, performance degradation
was minimal, suggesting that our platform can effectively and timely handle massive interactions
between agents and the simulation platform.

Table 2: Mean time per step with different numbers of agents.
# of Agents Mean Time per Step (s) £ SD

103 8.578%x1073 £ 3.0 x 1075
104 9.129x1072 + 1.5 x 10~
10° 1.800x1072 + 5.66 x 10~*
108 0.1680 + 5.34x10~4

In conclusion, the simulation environment is capable of supporting extensive interactions without
significant degradation, making it solid for large-scale social simulations.

6.2 Agent Messaging System Performance

To validate the comparative advantages of MQTT over other messaging systems, we evaluated various
commonly used publish/subscribe systems or message queue systems, including Redis, RabbitMQ,
and Kafka.

Experimental Settings. To simulate real-world usage as closely as possible and comprehensively
evaluate the systems’ capabilities in terms of supported agent count and message throughput, we
designed the following experimental procedure. We assumed a total of 100,000 agents, with each
message containing 100 bytes of data. Each agent sends messages to 10 randomly selected agents.
Given the maximum available CPU cores are limited to 32, we selected parallel process counts from
{2, 4,8, 16, 32} and reported the configuration achieving peak throughput. As simulator startup time
constitutes a small proportion of total simulation duration, initialization overhead was excluded from
measurements. We specifically recorded the time interval between message transmission initiation
and complete reception to calculate message throughput across different systems.

Compared Approaches. We briefly introduce the comparative methods as follows:
* Redis Pub/Subj: A lightweight in-memory publish/subscribe subsystem in Redis optimized

for real-time messaging with minimal latency. It uses a broadcast model where messages
are transient and not persisted, making it suitable for ephemeral data or scenarios requiring

https://redis.io/
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high-speed communication. However, its lack of message durability and limited scalability
in high-volume environments may constrain its use in mission-critical applications.

* RabbitMQ] A robust message broker implementing the AMQP (Advanced Message Queu-
ing Protocol) standard. It supports complex routing logic, message persistence, and acknowl-
edgment mechanisms, ensuring reliable delivery. Its flexible exchange types (e.g., direct,
topic, fanout) and queue management make it ideal for enterprise workflows, though its
overhead increases with transactional guarantees.

* Kafka} A distributed streaming platform designed for high-throughput, fault-tolerant, and
persistent log-based messaging. Kafka organizes data into partitioned topics, enabling
horizontal scalability and parallel processing. Its append-only log structure and consumer
offset tracking make it well-suited for large-scale event streaming, real-time analytics, and
data pipelines, though it introduces complexity for lightweight use cases.

It is worth noting that all services are running on the experimental machine, and the distributed
version is not utilized.

Evaluation Methods and Metrics. In the evaluation of a messaging system, the most critical metric
is throughput, which refers to the number of messages that can be transmitted per second. Once the
throughput meets the requirements, we will further consider whether the software system provides
user-friendly auxiliary tools to help monitor the service’s operational status or facilitate testing and
configuration, such as dashboards. For throughput requirements, assuming all agents are always
attempting to communicate with other agents and the LLM generates a message every 5 seconds, the
minimum throughput the system needs to support would be 20,000 msg/s.

Evaluation Results. We conducted five tests on various messaging systems and calculated the mean
and standard deviation of throughput, as presented in Table [3] From the results, we observe that
MQTT, Redis Pub/Sub, and RabbitMQ meet the throughput requirements under the aforementioned
extreme conditions. Among them, RabbitMQ’s performance was only slightly above the throughput
requirement, thus it was the first to be excluded. The results for Kafka were not reported because it
could not even complete the initialization of 100,000 agents within 5 minutes; hence, no specific test
results were available. Although MQTT’s throughput is approximately half that of Redis Pub/Sub,
its built-in GUI tools can effectively assist users in simple service monitoring, debugging, and
testing, which constitutes the primary reason for our ultimate selection of MQTT as the default
implementation for the agent messaging system. Regarding Redis Pub/Sub’s high-performance
characteristics, we propose that the simulation engine should support flexible user specification
of backend implementations for agent messaging systems in the future, thereby accommodating
application scenarios with stringent requirements for inter-agent communication.

Table 3: Comparison of different messaging systems.

System Best Parallel Process Number  Throughput (msg/s) Auxiliary Tools
MQTT (emqgx v5.8.1) 32 44,702.1 £111.3 Built-in GUI
Redis Pub/Sub (v6.2) 16 81,216.2 + 333.6 -
RabbitMQ (v4.0.5) 16 23,667.3 +1,777.7 Built-in GUI

6.3 Social Simulator Performance

To evaluate the scalability and efficiency of the proposed social simulation framework, we conducted
a series of experiments designed to replicate the execution of large-scale intelligent agents under
realistic conditions.

Experimental Settings. The experiments were conducted on a 64-core machine, with 32 cores
allocated to running the environment and the remaining 32 cores dedicated to executing the simulation
engine.Testing was performed during the system’s low utilization period, while targeting simulation
time intervals where agent activities were relatively high to ensure representative measurements.

We evaluated the system throughput by simulating {10, 10*} agents, The number of processes was
varied as {8, 16, 32}.

https://www.rabbitmq.com/
https://kafka.apache.org/
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Performance Metrics. To evaluate the system’s performance, the following metrics were collected:

 Total execution time: The total time required for all agents to complete five interaction
rounds.

* Token usage statistics: The total number of input and output tokens utilized during the
simulation.

* LLM time cost distribution: The distribution of response times for calls to the LLM API,
providing insights into latency variability.

* Environment time cost distribution: The distribution of response times for calls to the
environment API, measured to evaluate internal system performance.

Evaluation Results. The evaluation results are summarized in Table 4] which demonstrates the
system’s scalability as the number of agents increases and highlights the performance impact of
distributed computing. Specifically, the table shows how performance metrics such as LLM call time
and environment response time vary with different group configurations (8, 16, and 32).

Figure [T3|presents four distribution plots that illustrate key metrics in large-scale LLM interactions
with 10k agents under varying group configurations. The first two plots, Figure [I3a]and Figure[T3b]
show the distributions of input and output tokens, respectively. These plots reveal that token usage
patterns remain remarkably stable across different configurations, indicating that parallelization does
not significantly alter the overall amount of data being processed. In contrast, Figure shows the
distribution of LLM API call times, revealing that the time required for API calls is more sensitive to
the level of parallelization. Finally, Figure [I3d| presents the environment time cost distribution, which
illustrates how the environment’s responsiveness fluctuates with the number of groups.

Table 4: Performance metrics for different configurations.

Parameters Average Time Cost
#Agents #Groups LLM Calls ITs (/call) OTs (/call) All (s/round) LLM (s/call) Env (ms/call)
108 8 4803.0 430.04 79.17 82.45 4.51 12.26
10® 16 3120.8 398.78 77.18 41.17 2.92 14.31
10% 32 4790.4 412.82 75.56 43.30 2.94 9.55
10% 8 54135.4 430.35 75.84 5681.18 52.54 33.55
10* 16 54002.2 430.24 75.80 1422.48 3.53 33.55
10* 32 54075.0 430.47 76.14 458.82 8.05 30.53

The Average Time Cost analysis provides deeper insights into the system’s performance, as sum-
marized in Table @ The total time per round (All) decreases as the number of groups increases,
demonstrating the positive impact of parallelization on processing efficiency. This trend reflects the
effectiveness of the distributed parallel framework, which optimally utilizes multi-core computa-
tional power, minimizing the CPU bottleneck and enabling the system to handle larger agent scales
efficiently. However, the LLM time remains the primary bottleneck in the system, even under fully
parallel conditions. Despite the reduction in execution time with more groups, LLM API calls still
represent a significant portion of the total execution time. This is due to the nature of the external API
calls, where server-side load introduces variability and causes unpredictable performance fluctuations.
As shown in the evaluation results, the environment time (Env) remains minimal, in the millisecond
range, which indicates that the system is capable of supporting large-scale simulations with minimal
impact from the environment processing.

The experimental findings also highlight that the execution efficiency of large-scale agents is pri-
marily constrained by the LLM API calls. Under fully parallel conditions, this constraint becomes
more pronounced, making LLM performance a critical factor in scaling agent-based simulations.
To achieve more stable operation for larger-scale simulations (e.g., >10* agents), researchers may
consider deploying a private LLM inference service. While this approach could offer more reliable
performance, it comes with substantial initial costs, including GPU deployment and model configura-
tion selection. The token distribution data in this study could serve as a reference for estimating GPU
resources and model configurations required for such a deployment.

In conclusion, the experiments demonstrate the simulation engine’s ability to efficiently handle
large-scale agent execution. However, the findings also emphasize the need for careful consideration
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Figure 13: Distribution analysis for 10k agents.

of LLM API performance and the trade-offs involved in private deployment options. To improve
stability and scalability, further research should focus on optimizing the LLM infrastructure or
exploring alternative solutions for large-scale intelligent agent simulations.

7 Exemplary Social Experiments

7.1 One Day Life

This section presents a self-directed day in the life of a socially intelligent agent, illustrating how
it navigates daily tasks while balancing internal needs, emotional states, and cognitive processes.
Through a simulated 24-hour scenario, we examine how the agent’s dynamic priorities influence
its decisions across three domains: mobility (e.g., route planning with energy constraints), social
interaction (e.g., adapting communication style to context), and economic behavior (e.g., resource
allocation under uncertainty). This micro-level analysis serves to validate the coherence of its
behavioral patterns and their alignment with human-like temporal rthythms. The one day life journey
for a specific person is shown as Tab6]

By examining this one-day life scenario, we can see how the agent’s needs drive the formation of a plan
and lead to specific actions ( , social, economy, other), all of which are continuously shaped
by the agent’s cognition. Through this table, the agent demonstrates behaviors that reflect realistic
decision-making processes across various domains—managing its hunger, social connections, work
responsibilities, and leisure. Such a framework helps researchers evaluate the consistency and depth
of the agent’s behavior, providing a solid basis for exploring more complex social interactions and
collective dynamics in virtual environments. Besides, Tab [5] summarizes the number of interactions
between the social agent and various environmental spaces during a typical day.

Based on the Social Agent’s capability to simulate a one-day life, we further conducted simulation
experiments in the domains of cognition, social interaction, economics, and mobility. These experi-
ments were designed to validate the Social Agent’s proficiency in capturing behaviors across various
domains, as illustrated in Fig[T4]
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Table 5: Daily environment interactions per agent.

Space Interaction Type Counts
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Figure 14: Experiment configuration overview.

Polarization is a phenomenon where opinions within a population become increasingly divided, often
forming distinct clusters that are difficult to reconcile. Understanding polarization is critical because
it influences how societies debate, make decisions, and implement solutions to pressing challenges.
By studying the factors that drive polarization, researchers can uncover why divisions deepen over
time and how they can be addressed. This research provides valuable insights into fostering more
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Figure 15: Large-scale social simulation.
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Table 6: One Day Life

Actions

Mind

(08:00-12:30)
¢ Commute to office (Mobility)
* Respond to priority emails (Economy)

» Attend project planning meeting (Econ-
omy)

» Coordinate cross-department tasks (Econ-
omy)

Need: Safe
Emotion: Resentment

Cognition: "Sequential task execu-
tion ensures workflow integrity"

(12:30-13:30)
* Commute via grocery store (Mobility)
» Compare product prices (Economy)
* Prepare lunch (Other)
¢ Eat (Other)

Need: Hungry
Emotion: Disappointment

Cognition: "Economic constraints
necessitate adaptive consumption
patterns”

(13:30-14:00)
* Browse social networking sites (Social)
 Find friend to contact with (Social)

* Send message to friend (Social)

Need: Social
Emotion: Gratification

Cognition: "Social capital accu-
mulation facilitates opportunity
discovery"

(14:00-18:00)
* Develop quarterly budget (Economy)
e Mentor junior staff (Other)
* Inspect branch office locations (Mobility)

* Submit audit report (Economy)

Need: Safe
Emotion: Relief

Cognition: "Multi-layered verifi-
cation prevents operational risks"

(18:00-20:00)
¢ Go back home (Mobility)
* Check refrigerator (Other)
* Prepare dinner (Other)
¢ Eat dinner (Other)

Need: Hungry
Emotion: Gratification

Cognition: "Having finished the
day’s work, I was pleased with my-
self"

(20:00-22:00)
¢ Browse webpages(Other)
¢ Play video games(Other)

Need: Whatever
Emotion: Relief

Cognition: "Entertainment makes
me feel relaxed”

(22:00-24:00)
¢ Complete bedtime routine (Other)
* Go to sleep (Other)

Need: Tired
Emotion: Satisfaction

Cognition: "Resource allocation
efficiency impacts systemic stabil-

1ty
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Figure 16: Opinion changes on the political issue of Gun Control across three experimental setups.

cohesive societies, promoting constructive dialogue, and navigating complex issues in a way that
incorporates diverse perspectives.

To investigate the dynamics of polarization, an experimental setting is designed to simulate discussions
among agents focused on a specific policy issue: gun control. In the control group, agents engage
in discussions about the gun control issue, with opinions naturally divided between support and
opposition. No external interventions are introduced in this setting, allowing opinions to evolve
organically through agents’ autonomous social interactions. Two treatment groups are introduced
to study the effects of persuasive messages on opinion dynamics. In one treatment group, agents
are only exposed to persuasive messages that align with their existing opinions, which we refer to
as the homophilic interaction group. In the other treatment group, agents only receive persuasive
messages with opposing opinions, which is the heterogeneous interaction group. This experimental
setup provides a ground to analyze how different opinions contribute to the formation of polarization.

Figure[T6]presents the opinion changes on the political issue of Gun Control across three experimental
setups: (a) the control group, (b) the homophilic interaction group, and (c) the heterogeneous interac-
tion group. In the control group, where agents engage in discussions without external interventions,
39% of agents adopt more polarized opinions, while 33% become more moderate after interactions.
By contrast, in the homophilic interaction group, a clear polarization pattern emerges, with 52% of
agents becoming more polarized. This result suggests the effect of echo chambers, where excessive
interactions with like-minded peers can potentially intensify opinion polarization. In the heteroge-
neous interaction group, 89% of agents adopt more moderate opinions, and 11% are persuaded to
adopt opposing viewpoints. This indicates that exposure to opposing content and opinions could be
an effective mitigation strategy for curbing polarization.

7.3 Spread of Inflammatory Messages

Information propagation in social networks is a fundamental research problem in social computing.
Social networks enable users to share various types of content such as news, personal status updates
and public discussions. Among these information flows, inflammatory messages containing extreme
opinions and inaccurate claims present significant challenges. These messages can quickly spread
across social networks and increase conflicts in online discussions. Standard information diffusion
models cannot fully explain how inflammatory messages propagate [21]], because user sharing
behaviors often deviate from typical patterns when encountering such content. Additionally, current
content moderation systems on social platforms face difficulties in balancing effective content filtering
with maintaining regular user communications. Simulation experiments offer a practical approach to
analyze these propagation dynamics and test different intervention methods, providing insights that
complement real-world social network studies.

To investigate the spread of inflammatory messages, we design experiments based on a real-world
event, the case of the chained woman in Xuzhou [39]. Using a population of hundreds of agents, our
experiments consist of four parts. In the control group, we place non-inflammatory seed messages at
selected nodes and observed the natural progression of information spread and emotional evolution
within the group. For the experimental group, we introduce emotionally charged, selectively expressed
inflammatory messages at certain nodes to examine whether these would alter the trajectory of
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information spread and emotional dynamics. To simulate the suppression of inflammatory messages,
we implemented two intervention strategies: node intervention and edge intervention. In both
approaches, the social platform monitors messages sent by agents, using large language models
to determine if content is inflammatory. Under node intervention, accounts that repeatedly share
harmful inflammatory content above a certain threshold are suspended. With edge intervention, when
inflammatory content is detected traveling between two nodes, the social connection between them is
permanently removed. We track how these interventions affect both information propagation patterns
and the evolution of group emotions. Finally, we conduct interviews with agents to understand their
motivations for sharing messages, helping us uncover the underlying psychological and social factors
that drive information-sharing behavior when encountering inflammatory content.
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Figure 17: Simulation results of the spread of inflammatory messages.

Our experimental results are shown in Figure The experimental results demonstrate distinct
patterns in information propagation dynamics and emotional responses across different intervention
strategies. Our findings validate that inflammatory messages exhibit unique diffusion characteristics
compared to regular content in social networks. The experimental group, where inflammatory
messages are introduced, shows substantially higher information reach than the control group with
non-inflammatory content, confirming that inflammatory messages possess stronger viral potential in
social networks. This observation aligns with previous findings about the deviation of inflammatory
content from standard diffusion patterns |84} 21]].

The intervention strategies demonstrate varying degrees of effectiveness in managing inflammatory
content spread. Node-level intervention, which suspends accounts that frequently share inflammatory
content, proves to be the more effective approach in containing information propagation. Edge-
level intervention, while showing moderate containment effects, is less efficient than node-based
approaches. This difference suggests that targeting individual spreading behaviors might be more
effective than modifying network structure for content moderation.

The emotional intensity measurements provide additional insights into the intervention dynamics.
The experimental group exhibits markedly elevated emotional responses compared to the control
group, indicating that inflammatory messages significantly amplify emotional engagement within
the network. Node intervention demonstrates superior effectiveness in moderating these emotional
responses, achieving substantial reduction in overall emotional intensity. Edge intervention, though
less effective than node-based approaches, still shows notable moderation effects on emotional
dynamics.

Interview analysis reveals key factors that drive inflammatory message sharing behavior, as shown
in the word cloud in Figure [I8 The responses mainly focus on emotional reactions and social
responsibility. Analysis shows that strong emotions, especially sympathy and worry, often trigger
sharing behaviors. Many agents share information because they feel they have a duty to let others
know about important social issues. The interviews show that agents think about the broader social
impact when sharing information, seeing it as a way to join public discussions. Agents also show clear
goals in their sharing behavior, mainly wanting to increase public attention and get responses from
institutions. These findings suggest that inflammatory message spread is driven by both emotional
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Figure 18: Agent opinions on the chained woman incident.

factors and social awareness. Understanding why agents share such messages helps us develop better
content moderation strategies in social networks.

These experimental results demonstrate three key findings in inflammatory content management.
First, inflammatory messages show stronger viral potential and trigger higher emotional responses
compared to regular content. Second, node-level intervention is more effective than edge-level
intervention in both containing information spread and moderating emotional intensity. Third,
through agent interviews, we find that emotional factors and social responsibility drive sharing
behaviors. These findings provide empirical evidence for designing content moderation systems,
suggesting that user-level interventions combined with consideration of emotional and social factors
may lead to more effective control of inflammatory content in social networks.

7.4 Universal Basic Income

Universal Basic Income (UBI) has always been a highly controversial macroeconomic policy. The
implementation cost of UBI is enormous, and the outcomes of UBI policies around the world have
shown inconsistent effects on both the participants and economic development. Therefore, accurately
understanding the impact of UBI on the socio-economic environment and its underlying reasons is
crucial in determining whether UBI policies should be implemented in the real world to alleviate
poverty. Based on our simulation platform, we conduct intervention experiments on UBI and explore
its effects on both agents and the macroeconomics.

We conduct two macroeconomic simulations based on the demographic distribution of residents in
cities that have implemented UBI policies (Texas, USA). One simulation is without the UBI policy,
while the other incorporates UBI intervention, where each agent is given a monthly unconditional
payment of $1,000. By comparing the economic and social metrics generated from both simulations,
we explore the impact of the UBI policy and assess whether these influence align with the outcomes
observed in Texas’ UBI social experiment.

The basic simulation results are shown in the Figure[T9] including the simulated curves of real GDP
and agent consumption levels. As can be seen, as the simulation progresses, the fluctuations in the
curves become smaller, indicating that the economic system is stabilizing.

We introduce the UBI policy at step 96 of the simulation and compare the economic and social metrics
of the two simulation results over the next 24 steps in Figure[20] namely agent consumption levels
and depression levels, with depression levels assessed through surveys using the widely recognized
Center for Epidemiologic Studies Depression Scale (CES-D) [83]. The comparison shows that the
UBI policy increases consumption levels and reduces depression levels, which is similar to the impact
observed in Texas” UBI policy [[14]], thus validating the realism of the simulation.
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Figure 20: The comparison of economic and social metrics.

We also interview agents about their views on the UBI policy, which are summarized in the word
cloud in Figure 2T} The results show that the impact of the UBI policy is mainly related to key terms
such as interest rates, long-term benefits, savings, and necessities of life, reflecting the common
perceptions of UBI policy in the real world.
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Figure 21: Agent opinions on UBI policy.

7.5 External Shocks of Hurricane

The impact of external disasters on human mobility is a critical area of study due to their profound
effects on societal structures and individual behaviors. Understanding how such events influence
human movement patterns is essential for enhancing emergency response strategies and mitigating
potential risks. Hurricanes, as severe natural disasters, pose significant threats to human life and
property. The destruction of infrastructure, displacement of populations, and disruption of daily
activities necessitate a comprehensive understanding of human mobility during such events.
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The experiment focuses on Hurricane Dorian, which impacted the southeastern United States in
2019. The city of Columbia, South Carolina, serves as the primary case study due to its significant
population density and the availability of detailed mobility data. The analysis utilizes two primary
data sources:

+ SafeGraph Data: Provides comprehensive information on points of interest (POIs) and
human mobility patterns (from 2019.8.28 - 2019.9.5).

* Census Block Group (CBG) Data}: Offers demographic profiles of residents, facilitating
the sampling of city residents’ profiles (including gender, age, race, income, home cbg, etc.).

These datasets are integrated to model and analyze the movement behaviors of social agents during
the hurricane event.

Specifically, the experiment involves 1,000 social agents, and incorporates real-time weather updates
to influence agent behaviors, thereby reflecting the dynamic nature of human responses to the

hurricane. We evaluate mobility patterns through two metrics: 1) Activity Level (%m),

visualized through three phase-specific maps. The results are shown as Fig[22] 2) Total Daily Trips
(9-day normalized time-series). The result is shown as Fig

According to Fig. 22] the hurricane significantly impacts the mobility behavior of the social agent.
Before the hurricane, the average activity level (defined as the ratio of travelers to the total population)
across the CBGs remained between 70% and 90%. However, when the hurricane arrived, the activity
level sharply decreased to approximately 30%, indicating a significant reduction in mobility behavior.
After the hurricane passed, the activity level gradually returned to normal levels. This analysis
suggests that the social agent could adapt its mobility demand effectively based on environmental
information, mimicking human behavior in response to extreme weather events.
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Figure 22: Activity level spatial distributions.

The line graph presented above (Fig. compares the daily outflow patterns of the real data with the
simulated visits over the course of the experiment. Both the real and simulated data exhibit similar
trends, with a noticeable decline in visit activity around August 30th, corresponding to the onset of the
hurricane impact, followed by a significant recovery in early September. Notably, while the simulated
visits closely follow the general trend of the real data, slight deviations are observed, particularly
during the hurricane’s peak. This suggests that the social agent’s behavior, while generally aligned
with actual human patterns, may exhibit some discrepancies in terms of the magnitude and speed
of response. However, the overall similarity in the temporal progression of visits indicates that the
simulation captures key aspects of human mobility under the influence of extreme weather events,
validating the social agent’s effectiveness in approximating real-world behavior.

The results effectively demonstrate that the constructed social agents, within the framework of the
social simulator, can accurately replicate human mobility behaviors and group characteristics during
a hurricane event. This validation underscores the simulator’s potential as a tool for analyzing
and understanding human responses to external shocks, thereby contributing to improved disaster
preparedness and response strategies.

https://www.safegraph.com/
https://docs.safegraph.com/docs/open-census-data
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8 Related Works

The literature related to the work mainly consists of two kinds of work: large language model-driven
agents and social simulation.

8.1 LLM-driven Agents

Large Language Models (LLMs) exhibit astonishing language capabilities [99]. Since the language
ability is one of the most fundamental abilities of human intelligence, LLMs demonstrate excellent
performance in numerous tasks. Furthermore, researchers use LLMs as “brains" to construct LLM-
driven agents, endowing them with memory management, interactive interfaces, and expanded action
space [S6].

The research on LLM-driven agents mainly consists of two parts [106]. One type uses LLM agents
as a tool for intelligent decision making [111} 85} 50]]. By leveraging their individual capabilities,
these agents solve practical problems and serve as human assistants. This kind of work primarily
focuses on reasoning ability, tool using, learning, etc. For example, Boiko et al. [19] construct an
agent with large language models to autonomously conduct chemical experiments, by providing
computers to browse experimental tutorials and devices controlling interface for the experiments. The
other type of LLM-driven agents starts with the concept of agent-based modeling and agent-based
simulation [64} 139, 38]. Given that large language model agents exhibit human-like behaviors, they
can be made to engage in role-playing and imitating human behavior.

The primary research tries to reproduce the human response with large language model agents [[77,
110l 139]] or explain the gap better human and LLM agents [51]]. These works borrow the memory and
reasoning mechanism of humankind [43|[114] to design various internal mechanisms on the basis of
large language models as brains. Some other work [[76, 66| further design fine-tuning or alignment
strategies to enhance the agent’s role-playing abilities.

Overall, large language model agent is a field that is rapidly advancing with the development of LLM
and our understanding of LLM, especially in the ability to simulate real humans. However, there is
no platform to really unleash agent’s ability to simulate in the real world, which we aim to address in
this paper.

8.2 Social Simulation

Social simulation stands as a core technology in computational social science, generally categorized
into macrosimulation [96] and microsimulation [36]. The former typically models interactions
between macro-level variables by defining complex equations, while the latter adopts a bottom-
up approach to simulate emergent phenomena through granular agent behaviors. Among these,
microsimulation, which is often termed agent-based simulation, has become the more widely adopted
method. It operates by defining rules or models to govern individual agent behaviors, with the goal of
replicating and predicting real-world societal dynamics.
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Cellular automata [[105]] represent a seminal class of agent-based modeling and simulation in early
research. Another notable example is Game of Life [26], which simulates the evolution and inter-
actions of lifeforms in a two-dimensional grid-based world. Subsequent advancements, such as
Sugarscape model [29], expanded the action space of simulated agents, enabling the exploration of
broader phenomena through rule-governed agent behaviors. For the applications in social sciences,
primary ABM research has focused on social interaction, economics, etc. For social interaction,
these key studies investigate collective behavior (e.g., cooperation) [42]] and system dynamics (e.g.,
information propagation and crowd dynamics) [[73]], etc. For the economic domain, representative
work [37, 123} 112] targets macroeconomic systems, market dynamics, etc.

In recent years, within the field of computational social science, researchers have increasingly adopted
deep neural network-based models to simulate individual agents [97, 153]]. However, significant
limitations persist, primarily due to the inherent complexity of modeling human behavior. Over the
past two years, large language models (LLMs) have emerged prominently, demonstrating human-
like cognitive capabilities, including contextual understanding, logical reasoning, and interactive
communication [74}59]. This breakthrough has catalyzed growing interest in LLM-driven agent-
based simulations [38]].

A pioneering example is the Generative Agent [77], which constructs a small-scale society within a 2D
game engine. Here, LLM-powered agents autonomously plan daily activities, exchange information,
and adapt to environmental stimuli. Researchers observed intriguing emergent phenomena, such as
self-organized information diffusion and collaborative group behaviors, revealing the potential of
LLMs to capture nuanced social dynamics. The authors further combine the large language models
with the real data of 1,000 human participants to simulate feedback [[78]. Acerbi ef al. [2] simulate
the information propagation and find human-like bias in the results of large language model agents.
S3 [39] further utilizes LLM-empowered agents to simulate individual-level and population-level
behaviors within the social network. In the economic domain, LLM agent-based simulations have
also achieved significant progress. For instance, EconAgent [64] has developed a macroeconomic
market simulation framework powered by large language agent-based models, with the simulation
outcomes aligning closely with established stylized facts. Beyond social interactions and economic
behaviors, researchers are expanding agent-based simulations to explore a broader spectrum of topics
in social sciences. For example, Zhang et al. [113]] built a framework with large language model
agents to predict the results of the 2024 US Presidential Election.

Existing studies remain narrowly focused on isolated problems and rely on simplified environments,
such as text-based [4]] or simplistic game environments [77]], with limited attention to real-world
environment fidelity, revealing notable limitations. Besides, researchers have begun exploring
methods to scale up LLM-driven agents to support larger populations [94 (100} [109]]. Nevertheless,
these efforts continue to grapple with critical limitations, including computational inefficiencies and
inaccurate user behaviors. Our proposed AgentSociety, consisting of LLM-driven generative social
agents, a realistic societal environment, and a powerful engine for large-scale simulations, overcomes
these limitations and advances the field of social simulation.

9 Discussion

9.1 Three Levels of Social Simulator

As an important interdisciplinary research, the development of social simulators can be categorized
into three levels. Research at the first level mainly focuses on constructing social twin systems, which
create a one-to-one mapping of real-world individuals. Such systems are always used to track and
detect real-world social behaviors. At the second level, on top of the mirroring world, it can predict
future changes and support intervention experiments in this society. By comparing the impacts of
different intervention measures on the simulated society, the performance of different policies can
be evaluated. The third level represents a further breakthrough in blurring the boundaries between
the real and virtual worlds, leading to a coexistent hybrid world that integrates the simulator with
real society. Specifically, the simulated individuals can interact with real-world individuals, and their
decisions will influence each other. Furthermore, decisions made based on the social simulator can
actually impact real society.

The social generative simulator developed in this paper is a pioneering attempt and exploration of
the third, i.e., the highest-level social simulator, and provides effective solutions. Specifically, the
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social simulator based on large language model-driven agents demonstrates its advantages in the
following aspects. First, through the high-fidelity behavior imitation and generation capabilities of
large language model agents, the role-playing simulation of the real individual is achieved. That
is, agents built on human-like memory mechanisms can accurately reproduce user states in various
aspects such as cognition, social interaction, economy, etc. Second, this platform enables accurate
prediction of individual future behaviors and group evolution trends through precise short-term or
long-term simulations. The experiments also validate the effectiveness of evolution under different
intervention conditions, demonstrating the value of the platform as an assistance tool for decision-
making. Last, this platform’s simulated society coexists with the real physical society. By coupling
with a real-time urban simulator, its simulation process can be synchronized with and interact with
real society. In short, our platform could be considered as the recent advance of social simulators on
the highest level.

9.2 Social Simulator: New Paradigm of Computational Social Science

Computational social science is an interdisciplinary research area where various computational
approaches are used for social sciences. Essentially, the core distinction between computational
social science and traditional social science lies in the introduction of diverse computational methods.
In other words, these studies attempt to address the challenges of social science research using
computational approaches. Generally, related work can be understood from three perspectives. First,
as an explanation tool, it involves pattern recognition and mining from data, such as uncovering macro-
level patterns and key characteristics in the evolution of social networks. The second category is the
predictive paradigm, which involves constructing computational models to forecast future changes in
system variables, such as predicting the number of individuals who will forward a specific message
in a social network. Recently, some researchers have attempted to use LLMs as “silicon samples”
for social experiments [[11} 19, 86} 93| 14, 28|]. Their experiments have demonstrated the capability
of LLMs to generate human-like experimental samples in studies from political science [9} [11],
psychology [28| 93]], and behavioral science [[11]. However, these “silicon samples” are primarily
limited to basic role-playing configurations, overlooking the effects of psychological processes,
complex social behaviors, and societal environments on experimental outcomes. Moreover, these
limitations constrain the scope of the experiments, making some complex designs, such as the
distribution of universal basic income, infeasible.

Beyond these two categories, there is a third simulation paradigm of agent-based modeling, which
simulates each individual in a bottom-up manner, by constructing rule-based or model-based agents.
However, existing computational social science research faces substantial difficulties in simulation
(primarily due to the lack of effective methods for achieving precise simulation), and thus, this
paradigm has not truly surpassed the first two. Some famous examples of agent-based modeling in
social sciences include the Epidemic Spread Models, Schelling’s Segregation Model, the Sugarscape
model, etc. While these models can, to some extent, reproduce the patterns of change in macro-level
variables, they involve significant simplifications, and the realism of individual behaviors within
them is very limited. For instance, in the research of economics, although methods with agent-based
modeling were proposed early on, it is widely acknowledged by economists that ABM model has not
achieved the precision of predictive models. Furthermore, another challenge in computational social
science is the difficulty in accessing, intervening in, and controlling the subjects (human individuals)
of research. The computational models of computational sociology and field experiments are often
isolated; typically, the data is collected first, followed by the design and application of computational
models. The human participants are difficult to select, observe in depth, and interact in the long term.

Therefore, the large-scale social simulator proposed in this work represents a breakthrough as a
fourth paradigm for computational social science: an agent-based simulation paradigm centered on
highly realistic human-like agents. This paradigm supports analysis, prediction, and high-precision
bottom-up simulation, allowing for arbitrary selection, intervention, and control of experimental
subjects. It facilitates various computational social science research endeavors, including theory
validation, pattern discovery, etc.

9.3 From Policy Making, Risk Control, to Future Human-AI Society

In the above experiments, we have validated specific application examples of the large-scale social
simulator. From a broader perspective, we contend that the utility of such a simulator extends far
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beyond these implementations, encompassing urgent societal governance challenges, widely debated
Al risks, and more forward-looking futuristic societal applications.

9.3.1 Policy making and social management for a smarter society

Traditional decision-making processes for society management primarily rely on mining and analyz-
ing historical data to construct computational models for evaluating policy effectiveness. However,
this approach fundamentally fails to address the rapidly evolving nature of human societies. The
social conditions during policy deployment often diverge significantly from those when models were
originally formulated, rendering presumed optimal strategies obsolete. Furthermore, social gover-
nance decisions require comprehensive integration of multidimensional factors, and identifying truly
optimal strategies for highly complex societies constitutes a computationally intractable challenge.

The simulation capabilities of the large-scale social simulator developed in this work position it as
a valuable tool for social decision-makers and urban administrators. By configuring diverse initial
states, social agents, and interaction mechanisms, it serves as a high-fidelity platform for policy
outcome evaluation. Leveraging the simulator’s acceleration engine for computational efficiency,
multiple parallel experiments can be deployed to compare the long-term consequences of alternative
decision strategies, thereby enabling data-driven policy selection.

Notably, the simulator enables expansive exploration of decision spaces. Specifically, social man-
agement interventions can incorporate rich combinations of multidimensional policy actions. This
framework not only facilitates the selection of superior strategies through counterfactual simulation-
based parallel experiments but also inspires novel, precise, and composite policy solutions previously
unconsidered in conventional approaches.

9.3.2 Risk control and mitigation for a safer society

The large-scale social simulators can also be used in risk control and mitigation, which represents a
transformative approach to addressing emerging challenges in modern, hyper-connected societies. To
advance societal safety, the large-scale social simulator exhibits substantial advantages across three
critical dimensions:

First, it enables a transition from static analysis to dynamic simulation. Traditional risk models, reliant
on historical data, fail to capture rapidly evolving social dynamics such as emergent public opinion
crises or Al algorithmic failures. By constructing a continuously updated digital twin of society, the
simulator demonstrates sustained predictive capabilities for tracking security risk evolution.

Second, it expands from single-domain to cross-domain risk assessment. Conventional approaches
predominantly focus on isolated domains (e.g., social networks or economic systems), neglecting
interdomain cascading effects. In reality, risks and societal crises often propagate through cascade
effects and exhibit amplification due to cross-domain coupling. The simulator developed in this work
addresses this gap by enabling co-modeling of micro-level agent behaviors across multiple domains,
thereby equipping decision-makers to anticipate and mitigate butterfly-effect crises.

Third, it addresses the oversight of low-probability, high-impact events in long-tail distributions.
Extreme scenarios (such as systemic Al failures all around the world) are frequently dismissed as
statistically negligible despite their catastrophic societal consequences. Our simulator employs Monte
Carlo methods to generate vast ensembles of extreme scenarios, systematically assessing societal
system resilience and informing robust contingency planning.

Therefore, through dynamic, cross-domain, and holistic simulation, the large-scale social simulator
significantly enhances risk identification, control, and mitigation—paving the way for a safer, more
resilient society.

9.3.3 Social simulator for the future human-AlI society

Building upon the aforementioned practical applications, we propose a bolder and more open-ended
discussion on the value of large-scale social simulators for next-stage human society.

First, the large-scale social simulator—or its future iterations—could serve as foundational infrastruc-
ture for transitioning toward a digital human society. Currently, these simulators integrate multimodal
data (behavioral logs, social networks) to create initial digital twins of individuals, enabling basic
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human-like capabilities. Future advancements through the integration of advanced interfaces (e.g.,
neural linkages, emotion-capturing sensors) will unlock richer, more dynamic simulations that mirror
real-world complexity.

Second, the large-scale social simulator functions as a strategic sandbox for exploring future societal
architectures. The morphology and structure of future societies remain enigmatic yet critically
important. For instance, Singapore’s “Virtual City Lab" employs simulations to predict the impact of
sea-level rise on urban functional zones by 2050. Similarly, the simulator could model the coupled
effects of energy, transportation, and housing systems in hyper-dense cities, comparing the resilience
of “vertical megacities" versus “distributed satellite city" paradigms.

Third, in the near future, the coexistence of humans and Al will be common in our society. The large-
scale social simulator developed in this project currently focuses on deploying large language model
agents to simulate human individuals. However, future societies will have more complex issues arising
from varying degrees of Al integration: unemployment curves under different Al adoption rates,
superintelligent Als’ influence on public decision-making (e.g., Al legislators), societal responses to
the expansion of Al rights such as property ownership, etc.

In short, for future societies, the large-scale social simulator can serve as an indispensable instrument
for understanding societal structures and providing profound insights.

10 Conclusion

In this work, we introduce AgentSociety, a large-scale social generative simulator that integrates
LLM-driven agents, a realistic societal environment, and large-scale interactions, enabling authentic
simulations of human behavior and societal dynamics. By bridging the gap between traditional
agent-based modeling and real-world complexity, it advances generative social science and provides
a powerful tool for analyzing, predicting, and intervening in complex social systems. The successful
replication of real-world social experiments underscores AgentSociety’s authenticity and practicality,
positioning it as both an experimental testbed for social scientists and a practical policy evaluation
platform for policymakers. More broadly, AgentSociety marks a significant advancement in the
evolution of computational social science 2.0, shifting from a tool for static analysis to a dynamic,
interactive platform for exploring complex social systems. Its ability to model and assess the impact
of macro-level policies such as carbon taxes, industry transformation, and social welfare reforms
allows it to provide a low-cost, low-risk environment for testing and refining policy interventions. In
addition, AgentSociety serves as a powerful tool for predicting and mitigating social crises, tracking
the spread of extreme ideologies, and analyzing group polarization, while also testing potential
interventions for crisis management. Looking ahead, AgentSociety holds the promise of becoming a
central platform for exploring the future of human society, where Al and humans coexist. It offers a
space to test innovative governance models, investigate the impact of emerging technologies, and
even redefine legal and ethical frameworks in an Al-driven world.
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